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The World is Toric

Toric varieties provide the geometric foundations for many
successes in the mathematical sciences. In statistics they appear
as discrete exponential families. In optimization, they furnish
nonnegativity certificates and they govern entropic regularization
of linear programming.

Notable sightings in phylogenetics,
stochastic analysis, Gaussian inference and chemical reaction
networks led to the slogan The World is Toric.
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Being Positive

Example (Two binary random variables)

P =

[
p00 p01
p10 p11

]
=

[
st s(1−t)

(1−s)t (1−s)(1−t)

]
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Among all nonnegative matrices P with fixed row and column
sums, a unique matrix satisfies det(P) = p00p11−p01p10 = 0.

LP → Optimal Transport

In applications, the key player is the positive part of the toric variety.

That manifold is identified with a convex polytope by the moment map.

The fibers of the underlying linear map are polytopes of complementary

dimension, and each fiber intersects the toric variety in a unique point.

This is the unique maximizer of the entropy over the fiber. In statistical

physics and computer science, this is known as the Gibbs distribution.
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Abstract

Gibbs manifolds are images of linear spaces of symmetric matrices under

the exponential map. Arising in applications like optimization, statistics

and quantum physics, they extend the ubiquitous role of toric geometry.








a0 + b0 0 0 0
0 a0 + b1 0 0
0 0 a1 + b0 0
0 0 0 a1 + b1








p00 = exp(a0+b0), p01 = exp(a0+b1),
p10 = exp(a1+b0), p11 = exp(a1+b1).

p00p11 − p01p10 = 0.

The Gibbs variety is the zero locus of all polynomials that vanish on the

Gibbs manifold. We compute these polynomials and show that the Gibbs

variety is low-dimensional. Our theory is applied to a wide range of

scenarios, including matrix pencils and quantum optimal transport.
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Exponentials and Logarithms

The space Sn of symmetric n × n-matrices has dimension
(n+1

2

)
.

The cone of positive semidefinite (PSD) matrices is denoted Sn+.

The PSD cone Sn+ is self-dual under the inner product

⟨X ,Y ⟩ := trace(XY ) for X ,Y ∈ Sn.

The exponential function maps symmetric matrices
to positive definite symmetric matrices:

exp : Sn → int(Sn+) , X 7→
∞∑

i=0

1

i !
X i .

This map is invertible, with inverse given by the logarithm:

log : int(Sn+) → Sn , Y 7→
∞∑

j=1

(−1)j−1

j
(Y − idn)

j .

5 / 19



Exponentials and Logarithms

The space Sn of symmetric n × n-matrices has dimension
(n+1

2

)
.

The cone of positive semidefinite (PSD) matrices is denoted Sn+.

The PSD cone Sn+ is self-dual under the inner product

⟨X ,Y ⟩ := trace(XY ) for X ,Y ∈ Sn.

The exponential function maps symmetric matrices
to positive definite symmetric matrices:

exp : Sn → int(Sn+) , X 7→
∞∑

i=0

1

i !
X i .

This map is invertible, with inverse given by the logarithm:

log : int(Sn+) → Sn , Y 7→
∞∑

j=1

(−1)j−1

j
(Y − idn)

j .

5 / 19



Players
Fix A0, A1,A2, . . . ,Ad ∈ Sn, where the last d are linearly independent.
They determine a d-dim’l affine space of symmetric matrices (ASSM):

L = A0 + spanR(A1,A2, . . . ,Ad) ⊂ Sn ≃ R(
n+1
2 ).

If A0 = 0, then L is a linear space of symmetric matrices (LSSM).

We are interested in the image of L under the exponential map.

Definition
The Gibbs manifold is GM(L) := exp(L) ⊂ Sn+.

This is diffeomorphic to L = Rd via the logarithm map.

Consider all polynomials that vanish on GM(L).
What is their common zero set?

Definition
The Gibbs variety GV(L) is the Zariski closure of GM(L) in C(

n+1
2 ).

Quiz: What do we get if L consists of diagonal matrices?

Answer: Toric geometry
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Example
Fix n = 3 and consider the LSSM

L =

{[
y1 + y2 + y3 y1 y2

y1 y1 + y2 + y3 y3
y2 y3 y1 + y2 + y3

]
: y1, y2, y3 ∈ R

}

The Gibbs manifold GM(L) ⊂ int(S3+) has dimension 3.

Its points are the matrices X ∈ S3 whose logarithm has constant

diagonal, with entries equal to the sum of the off-diagonal entries.

The Gibbs variety GV(L) has dimension 5.
It is the cubic hypersurface

{
X ∈ S3 :

(x11 − x22)(x11 − x33)(x22 − x33) =

x33(x
2
13−x223) + x22(x

2
23−x212) + x11(x

2
12−x213)

}

Q: How to find such polynomials?

A1: Numerically A2: Symbolically
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Maximizing Entropy
The quotient map from S3 ≃ R6 onto S3/L⊥ ≃ R3 takes
matrices X = [xij ] to their inner products with a basis of L:

π : S3+ → R3 : X 7→
(
trace(X )+2x12, trace(X )+2x13, trace(X )+2x23

)

Each fiber π−1(b) is a 3-dimensional spectrahedron:

The von Neumann entropy h(X ) = trace(X − X · log(X )) is maximized

at the Gibbs point π−1(b) ∩ GM(L). The Gibbs manifold GM(L) is the
set of all Gibbs points, in the various spectrahedra π−1(b), for all b ∈ R3.

8 / 19



Maximizing Entropy
The quotient map from S3 ≃ R6 onto S3/L⊥ ≃ R3 takes
matrices X = [xij ] to their inner products with a basis of L:

π : S3+ → R3 : X 7→
(
trace(X )+2x12, trace(X )+2x13, trace(X )+2x23

)

Each fiber π−1(b) is a 3-dimensional spectrahedron:

The von Neumann entropy h(X ) = trace(X − X · log(X )) is maximized

at the Gibbs point π−1(b) ∩ GM(L). The Gibbs manifold GM(L) is the
set of all Gibbs points, in the various spectrahedra π−1(b), for all b ∈ R3.

8 / 19



Dimension

Theorem
Let L ⊂ Sn be an ASSM of dimension d. The dimension
of the Gibbs variety GV(L) is at most n + d. If A0 = 0,
i.e. L is an LSSM, then dimGV(L) is at most n + d − 1.

Theorem
Let L be an affine space of pairwise commuting symmetric
matrices. The Gibbs variety GV(L) is a toric variety whose
dimension is determined by the arithmetic of the eigenvalues.

Example

Let n = 3, d = 1, and fix the LSSM L = R


4 1 1
1 3 1
1 1 3

. The Gibbs

manifold GM(L) is a curve. Its Zariski closure GV(L) is the surface

{X ∈ S3 : x11 − x23 − x33 = x12 − x13 = x22 − x33 = x423 − 4x323x33

+6x223x
2
33 − 4x23x

3
33 + x433 + 2x213 − x223 − 2x23x33 − x233 = 0}.
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Symbolic Algorithm

The Gibbs variety of the LSSM RL spanned by the ASSM L also lies in �(V ⇥ Rn),
because exp(y0A(y)) = �(y0 · y, y0 · �, ey0·�) for any y 2 U and y0 2 R\{0}. We thus have

dim GV(L)  dim�(V ⇥ Rn)  d + n and dim GV(RL)  d + n.

Finally, suppose that L is an LSSM, i.e. A0 = 0. Then L is the linear span of an ASSM of
dimension d� 1 in Sn. The second inequality therefore gives dim GV(L)  d + n� 1.

We finally consider the case when L has m < n distinct eigenvalues. Since symmetric
matrices are diagonalizable, Sylvester’s formula can easily be adapted to this case: it su�ces
to sum over the distinct eigenvalues of M , and to adjust the parametrization (9) accordingly.
That is, we replace n by m. See [12, Chapter 6.1, Problem 14] for details.

Remark 3.2. If the points exp(�(y)) = (e�1(y), . . . , e�n(y)), y 2 U , lie in a lower-dimensional
subvariety W ⇢ Rn, then the proof of Theorem 2.4 gives the better bound dim GV(L) 
d + dim W . We saw this in Example 2.8. In general, no such subvariety W exists, i.e. one
expects W = Rn. This is an issue of Galois theory, to be discussed at the end of this section.

For ease of exposition, we work only with LSSMs in the rest of this section. That is, we
set A0 = 0. We comment on the generalization to ASSMs in Remark 3.7. Our discussion and
the proof of Theorem 2.4 suggest Algorithm 1, for computing the ideal of the Gibbs variety
of an LSSM L. That ideal lives in a polynomial ring R[X] whose variables are the entries

Algorithm 1 Implicitization of the Gibbs variety of an LSSM L, defined over Q
Input: Linearly independent matrices A1, . . . , Ad 2 Sn with rational entries
Output: Polynomials that define GV(L), where L = spanR(A1, . . . , Ad)

1: Compute the characteristic polynomial PL(�; y) = c0(y) + c1(y)�+ · · · + cn(y)�n

Require: PL(�; y) has n distinct roots in R(y)
2: E 0

1  {the n polynomials (�1)i�n�i(�)� ci(y) in (8)}
3: E1  {generators of any associated prime over Q of hE 0

1i}
4: E2  {the entries of �(y, �, z)�X}, with X = (xij) a symmetric matrix of variables
5: E2, D  clear denominators in E2 and record the least common denominator D
6: if the roots �1, . . . , �n of PL(�; y) are Q-linearly dependent then
7: E3  {z↵ � z� :

P
↵i�i =

P
�j�j, ↵, � 2 Zn

>0}
8: else
9: E3  ;

10: I  the ideal generated by E1, E2, E3 in the polynomial ring R[y, �, z, X]
11: I  I : D1

12: J  elimination ideal obtained by eliminating y, �, z from I
13: return a set of generators of J

of a symmetric n ⇥ n matrix. The algorithm builds three subsets E1, E2, E3 of the larger
polynomial ring R[y, �, z, X]. After the saturation (step 11), the auxiliary variables y, �, z
are eliminated. The equations E 0

1 come from (8). They constrain (y, �) to lie in V . The set
E1 generates an associated prime of hE 0

1i (step 3), see the discussion preceding Theorem 3.6.
The equations E2 come from the parametrization (9). Note that, if L has m < n distinct

7

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

Theorem
Let L ⊂ Sn be an LSSM with distinct eigenvalues.
The Gibbs variety GV(L) is irreducible and unirational.
The ideal J found by Algorithm 1 is its prime ideal.
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Pencils

A pencil of quadrics is an LSSM of dimension d = 2. They are
classified by Segre symbols. We compute their Gibbs varieties.

Example
The pencil L for Segre symbol σ = [(3), (1)] is spanned by

0 0 α1 0
0 α1 1 0
α1 1 0 0
0 0 0 α2

 and


0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1

 for α1, α2 ∈ R distinct.

Here, dimGV(L) = 5, our upper bound. Algorithm 1 finds the ideal

J =
〈
x14, x24, x34, x13−x22+x33, x

2
12−x11x22−x12x23+x11x33+x22x33−x233

〉

If α1 = α2, then σ = [(3, 1)]. Now dim = 4, given by the additional cubic

x11x22x33 + 2x12x13x23 − x213x22 − x11x
2
23 − x212x33 − x44 ∈ J.

We have several general results on Gibbs varieties of pencils.
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Convex Optimization

Fix an LSSM L = spanR(A1, . . . ,Ad) and its linear map

π : Sn+ → Rd , X 7→
(
⟨A1,X ⟩, ⟨A2,X ⟩, . . . , ⟨Ad ,X ⟩

)
.

Remark: The image of the PSD cone is the spectrahedral shadow π(Sn
+).

Semidefinite programming (SDP)

Minimize ⟨C ,X ⟩ subject to X ∈ Sn+ and π(X ) = b.

The feasible region π−1(b) is a spectrahedron.

Remark: These spectrahedra are compact if and only if L ∩ int(Sn
+) ̸= ∅.

Entropic regularization of SDP

Minimize ⟨C ,X ⟩ − ϵ ·h(X ) subject to X ∈ Sn+ and π(X ) = b

Remark: h(X ) = trace
(
X − X · log(X )

)
is the von Neumann entropy.

12 / 19



Convex Optimization: Example
Consider the linear map π : S3+ → R3 given by

L =

{[
y1 + y2 + y3 y1 y2

y1 y1 + y2 + y3 y3
y2 y3 y1 + y2 + y3

]
: y1, y2, y3 ∈ R

}

π(Sn+) is the convex cone over the region defined by the red sextic
Multivariate Gaussians, Semidefinite Matrix Completion, and Convex Algebraic Geometry 3

Fig. 1 Three figures, taken from Nie et al. (2009), illustrate Example 1.1. These figures show the spectrahedron fiberL(S)
(left), a cross section of the spectrahedral cone KL (middle), and a cross section of its dual cone CL (right).

determinant in the spectrahedron fiberL(S). Here is an explicit algebraic formula for the MLE Σ̂ = (ŝij):
First, the matrix entry ŝ33 is determined (e.g. using Cardano’s formula1) from the equation

0 = 240 ŝ4
33 + (−32t1 − 32t2 − 192t3)ŝ

3
33 + (−8t21 + 16t1t2 + 16t1t3 − 8t22 + 16t2t3 + 32t23)ŝ

2
33

+(8t31 − 8t21t2 − 8t1t
2
2 + 8t32)ŝ33 − 4t31t3 − 6t21t

2
2 + 4t21t

2
3 + 4t1t

3
2 + 4t1t

2
2t3 + 4t21t2t3 − t42

−4t32t3 + 4t22t
2
3 − 8t1t2t

2
3 − t41 + 4t31t2.

Next, we read off ŝ23 from

−24 (t21 − 2t1t2 + t22 − t23) ŝ23 = 120ŝ3
33 − (16t1 + 16t2 + 36t3)ŝ

2
33 + (2t21 − 4t1t2 + 2t22 − 8t23)ŝ33 − 6t31

+18t21t2 + t21t3 − 18t1t
2
2 − 2t1t2t3 + 10t1t

2
3 + 6t32 + t22t3 − 2t2t

2
3 − 4t33.

Then we read off ŝ22 from

−24 (t1 − t2) ŝ22 = 60ŝ2
33 + (4t1 − 20t2 − 24t3)ŝ33 + 24(t1 − t2 − t3)ŝ23

− 11t21 + 10t1t2 + 10t1t3 + t22 − 2t2t3 − 4t23.

Finally, we obtain the first row of Σ̂ as follows:

ŝ13 = ŝ23 − t1/2 + t2/2, ŝ12 = ŝ23 − t1/2 + t3/2, ŝ11 = t1 − ŝ33 − 2ŝ23 − ŝ22.

The MLE Σ̂ = (ŝij) is an algebraic function of degree 4 in the sufficient statistics (t1, t2, t3). In short,
the model (4) has ML degree 4. We identify our model with the subvariety L−1 of projective space P5

that is parametrized by this algebraic function. The ideal of polynomials vanishing on L−1 equals

PL = 〈 s2
13 − s2

23 − s11s33 + s22s33 , s2
12 − s11s22 − s2

23 + s22s33 ,

s12s13 − s13s22 − s11s23 + s12s23 + s13s23 + s2
23 − s12s33 − s22s33 ,

s11s13−s13s22−s11s23+s22s23−s11s33−2s12s33−s13s33−s22s33−s23s33+s2
33,

s11s12−s11s22−s12s22−2s13s22+s2
22−s11s23−s22s23−s12s33−s22s33+s23s33,

s2
11 − 2s11s22 − 4s13s22 + s2

22 − 4s11s23 − 2s11s33 − 4s12s33−2s22s33+s2
33 〉.

The domain of the maximum likelihood map (t1, t2, t3) $→ Σ̂ is the cone of sufficient statistics CL in R3.
The polynomial HL which vanishes on the boundary of this convex cone has degree six. It equals

HL = t61 − 6t51t2 + 19t41t
2
2 − 28t31t

3
2 + 19t21t

4
2 − 6t1t

5
2 + t62 − 6t51t3 + 14t41t2t3 − 24t31t

2
2t3 − 24t21t

3
2t3

+14t1t
4
2t3 − 6t52t3 + 19t41t

2
3 − 24t31t2t

2
3 + 106t21t

2
2t

2
3 − 24t1t

3
2t

2
3 + 19t42t

2
3 − 28t31t

3
3 − 24t21t2t

3
3

−24t1t
2
2t

3
3 − 28t32t

3
3 + 19t21t

4
3 + 14t1t2t

4
3 + 19t22t

4
3 − 6t1t

5
3 − 6t2t

5
3 + t63.

The sextic curve {HL = 0} in P2 is shown on the right in Fig. 1. It is dual to the cubic curve {det(K) = 0},
shown in the middle of Fig. 1. The cone over the convex region enclosed by the red part of that cubic
curve is the set KL = S3

"0 ∩ L of concentration matrices in our model (1).

1 www.literka.addr.com/mathcountry/algebra/quartic.htm

Black curve separates two types of spectrahedra seen as fibers

theory, one often considers the spectrahedron S(f) is an a�ne hyperplane, e.g. {x0 = 1}.
While much of the underlying geometry does not change, it is more convenient for us to
use the language of projective geometry, rather than work in a�ne space. Using G̊arding’s
theory of hyperbolic polynomials [10, 18], one sees that S(f) is determined by f(x), i.e. the
matrices A0, A1, A2, A3 are not needed to identify the set S(f). We say that a symmetroid
V (f) is spectrahedral if it is very real and S(f) is full-dimensional in RP3.

A symmetroid is called nodal if all its singular points are nodes, i.e. isolated quadratic
singularities. Generically there are

�
n+1

3

�
nodes on V (f). A point x 2 RP3 where the matrix

A(x) has rank k will be called a rank-k-point. Such a point is singular on the surface V (f)
and generically it is a node. A nodal symmetroid has exactly

�
n+1

3

�
rank-(n � 2) points

[11] and is called transversal if it does not have any further nodes. A spectrahedron S(f) is
nodal (resp. transversal) if its symmetroid V (f) has this property. For example, the Kummer
symmetroid in Figure 9 is nodal but not transversal: it has 16 nodes, not just 10.

The set S of symmetroids forms an irreducible variety in the projective space CP(n+3
3 )�1

of all surfaces of degree n in CP3, and a generic point in S corresponds to a transversal
symmetroid. The set Sspec of spectrahedral symmetroids is Zariski dense in the variety S of
complex symmetroids. The objects above form a nested sequence of semialgebraic subsets:

Sspec ✓ Sveryreal ✓ Sreal = S \ RP(n+3
3 )�1. (1.2)

For n = 1, every spectrahedron is a halfspace. For n = 2, a spectrahedron is a quadratic cone
and the left inclusion in (1.2) is an equality. The quadric x2

0 + x2
1 + x2

2 lies in Sreal\Sveryreal,
because no triple of real symmetric 2⇥2-matrices satisfies det(Ai) = 1 and det(Aj +Ak) = 2.

Figure 1: A transversal cubic spectrahedron has either four nodes or two nodes.

The case n = 3 of cubic spectrahedra is visualized by the two pictures in Figure 1. Here
the algebraic boundary is Cayley’s cubic symmetroid. Such a cubic surface has four complex
nodes, and it is unique up to projective transformations over C. It is obtained by blowing up
CP2 at the six intersection points of four general lines. Cubic symmetroids in Sreal correspond
to configurations of four lines that can be defined collectively over R. There are three types:

2

Samosa Teardrop
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Entropic Regularization

We incorporate ϵ and the cost matrix C in the ASSM

Lϵ := L − 1

ϵ
C for any ϵ > 0.

For ϵ = ∞, this is the LSSM, i.e. L∞ = L.

Theorem
For b ∈ π(Sn+), the intersection of π−1(b) with the Gibbs manifold
GM(Lϵ) consists of a single point X ∗

ϵ . This point is the optimal
solution to the regularized SDP. For ϵ = ∞, it is the maximizer
of von Neumann entropy over the spectrahedron π−1(b).

Remark: The limit limϵ→0 X
∗
ϵ exists and it is an optimal solution to the SDP.

It is unique for generic C . This limit process is entropic regularization of SDP.

Quiz: What do we get if L consists of diagonal matrices?

Answer: Linear Programming and Toric Geometry
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Quantum Optimal Transport

Fix the space Sd1d2 of symmetric matrices X of size d1d2 × d1d2. Write
X = (xijkl), where (i , j), (k , l) ∈ [d1]× [d2]. The marginalization map is

π : Sd1d2+ → Sd1 × Sd2 , X 7→ (Y ,Z ).

The d1×d1 matrix Y = (yik) and the d2×d2 matrix Z = (zjl) are the

partial traces of X . They satisfy yik =
∑d2

j=1 xijkj and zjl =
∑d1

i=1 xijil .

Quantum optimal transport (QOT) is the task of minimizing a linear
function X 7→ ⟨C ,X ⟩ over the spectrahedra π−1(Y ,Z ). For this SDP,
the Gibbs manifold equals the Gibbs variety inside the PSD cone Sd1d2+ .

Theorem
The Gibbs manifold for QOT is a semialgebraic subset of Sd1d2+ , namely

GM(L) =
{
Y ⊗ Z : Y ∈ Sd1+ and Z ∈ Sd2+

}
.

Gibbs variety GV(L) is the cone over the Segre variety P(
d1+1

2 )−1 × P(
d2+1

2 )−1.
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QOT Example
Fix d1 = d2 = 2. The map π takes any 4× 4 PSD matrix

X =



x1111 x1112 x1121 x1122
x1112 x1212 x1221 x1222
x1121 x1221 x2121 x2122
x1122 x1222 x2122 x2222




to its partial traces

Y =

[
x1111 + x1212 x1121 + x1222
x1121 + x1222 x2121 + x2222

]
and Z =

[
x1111 + x2121 x1112 + x2122
x1112 + x2122 x1212 + x2222

]
.

Here π(S4+) is the cone over the product of two disks. The fibers
π−1(Y ,Z ) are the 5-dimensional transportation spectrahedra.

Quiz: What if we restrict to diagonal matrices?

Answer: We get the familiar toric picture
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Conclusion

Gibbs manifolds are images of linear spaces of symmetric matrices under

the exponential map. Arising in applications like optimization, statistics

and quantum physics, they extend the ubiquitous role of toric geometry.








a0 + b0 0 0 0
0 a0 + b1 0 0
0 0 a1 + b0 0
0 0 0 a1 + b1








p00 = exp(a0+b0), p01 = exp(a0+b1),
p10 = exp(a1+b0), p11 = exp(a1+b1).

p00p11 − p01p10 = 0.

The Gibbs variety is the zero locus of all polynomials that vanish on the

Gibbs manifold. We compute these polynomials and show that the Gibbs

variety is low-dimensional. Our theory is applied to a wide range of

scenarios, including matrix pencils and quantum optimal transport.
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Algebraic Statistics

is the setting of the
papers in blue
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Algebraic statistics is a young area of mathematics. It
started in 1894 with Pearson’s investigation of the crabs
in the bay of Naples. Pearson was interested to decide, af-
ter measuring body characteristics, if there are two dis-
tinct populations of crabs, or just one. He assumed a nor-
mal distribution of the ratios of head width to body length
with fixed mean and variance inside one population. His
goal was to determine whether the data was coming from
a mixture of two normal distributions with two distinct
means, or just one normal distribution. To do so, he com-
puted the first few moments (equivalent to mean, variance,
skewness, . . . ) of a mixture of two normal distributions.

For example, if µ is the mean of one population and ν the mean of another, and
they are mixed with a mixing parameter λ ∈ [0,1], then the mixture’s first mo-
ment is λµ + (1 − λ)ν. The second moment is λ(µ2 + σ 2) + (1 − λ)(ν2 + τ 2)

where now σ 2 and τ 2 are the variances of the two distributions. Conveniently for
the algebraist, the k-th moment of the mixture is a polynomial of total degree
k + 1 in λ, µ, ν, σ , and τ . Since there are only five parameters, eventually these
formulas must show some algebraic dependence. As it turns out, the sixth mo-
ment can be computed from the first five. Deriving and solving a univariate poly-
nomial of degree nine, Pearson could work out the product of the means. Amaz-
ingly he found this polynomial by hand and computed its real roots. This allowed
him to work backwards and identify the five unknowns λ, µ, ν, σ , τ . Today we

B T. Kahle
thomas.kahle@ovgu.de

1 Fakultät für Mathematik, Otto-von-Guericke Universität, Magdeburg, Germany

And, yes, let’s chat about
finding those roots
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