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Abstract. This contribution develops a new technigue for conlent-based
image retrieval. Where mosi existing image retrieval systems mainly fo-
cus on color and color distribution or texture, we classify the images
hased on local invariants. These features represent the image in a very
compact way and allow fast comparison and feature matching with im-
ages in the database. Using local features makes the system robust to
occlusions and changes in the background. Using invarianis makes it ro-
bust to changes in viewpoin{ and ilumination.

Here, “similarity” is given a inore narrow interpretation than usual in
the database retrieval literalure, with two hnages being similar if they
represent the same object or scene. Finding such additional images is the
subject of gnite a few queries,

To be able to deal with large changes in viewpoint, a method to auto-
matically extract local, affinely invariant regions has been developed. As
shown by the first experimental results on a database of 100 images, this
results in an overall system with very good query results.

1 Introduction

Most existing image retrieval systems mainly focus on color and color distribu-
tion. A very popular and well-developed technique is based on color histograms,
first developed by Swain and Ballard {11], refined by Funt and Finlayson [2, 3],
as well as by Healey and Slater [5] to obtain illumination invariance. Others have
tried to use textire (e.g. [7]) or shape (e.g. [4, 9, 1]}, but the use of these criteria
is mostly limited to a specific application.

We have developed a different approach to content-based image retrieval,
based on local invariants. These invariants characterise neighbourhoods of inter-
est points. The latter correspond io corners, found with a corner detector (in our
case the Harris detector). The idea is to introduce some geometry in the image
retrieval process. Using local features makes the system robust to occlusions and
changes in the background. Using invariants makes it robust to changes in view-
point and iluminalion. Moreover, Ue use of invariants allows the use of hashing
techniques, resulting in a very efficient image retlrieval process.



Probably the most related work is that of Schmid and Mohr {10], who have
investigated the matching of points hetween imapges based on local greylevel
invariants and have also applied this for vetrieving images from a database.
However, their system only deals with invariance under rolations, combined with
a scale space to overcome changes in scale between the images. Therefore, the
allowed change in viewpoint is rather limited.

We have extended these ideas towards invariance under more general trans-
formations. More precisely, we consider invariance under affine geomelric trans-
formations (valid if the surface over which the invariant is computed is planar)
and under linear changes in intensities in each of the three colorbands, i.e. inten-
sities change by a scale factor and offset that may be different for the different
color bands (valid in case of lambertian surfaces under changing illumination).

Several invariants satisfying these constraints can be found in literature
{e.g. [8]). However, their application in this context is not straightforward. If
one wants to use geometric invariants, sels of at least {our coplanar points are
needed. Apart from the combinatorics, this is unfeasible since there is no way
to check the coplanarity of points based on a single image. In case photometric
moment invariants are used, one can assume that surfaces are locally planar.
The problem in that case is that the invariants have to be computed over the
same regions in both images, and no finite region can he found that remains
unchanged under an affine transformation {for instance, a circular region will be
transformed into an elliptical one). One way out would he a generalisation of
Schinid and Mohr’s scale-space approach. However, with four degrees of freedom
for afline invariant regions fe.g. parallelograms}, this is compuiationaily unfea-
sible. Therefore, we first have to find “affinely invariant regions” | i.e. we have to
develop a method to find the same region in both images independently.

In section 2, we describe a method to find affinely invariant regions in order
to handle the geomelric distortions between the guery image and a correspond-
ing image in the database. Invariant-based image retrieval using these invariant
regions is discussed in section 3. These invariants also cover for the photometric
changes between views. Section 4 shows some experimental results and section
5 concludes the paper with some final remarks.

2 Finding Affinely Invariant Regions

The problem addressed in this section can be summarized as follows: given two
images of the same scene, taken from different viewpoints, find one or more
regions around a point, such that the same region{s) is (arve} found in both
images independently, 1.e. without using knowledge about the other image.

In a different context, Lindeberg et al. {6] have also been looking into this
problem. Their approach is situated m the domain of shape from texture, where
they apply “affine shape adaptation” of smoothing kernels. In the case of weak
isotropy, the region found corresponds to rotationally symmetric smoothing and



rotationally symmetric window funclions in the tangent plane to the surface.
[owever, for other cases, their methocd does not necessarily converge.

We consider invariance under affine geometric and photometric changes (i.e.
a scale and offsel for each spectral hand). Thus, we assuine that the scene is
locally planar and not occluded and that no strong, specular reflections occur.

To reduce the complexity of the problem, we restrict ourselves to finding
affinely invarianl regions for corner points making use of the nearby edges. Also,
we make a distinction between two different cases: curved edges and straight
edges.

2.1 Case I: Curved Edges

Let p = (2}, yp) be a corner point, and ¢; and ey the edges in its neighbourhood.
Then two relative affinely invariant parameters {; and Iy can be defined for the
two edges ey and eq, in the following way {sce also fig. 1)

I = fabsﬂpi“)(si) p — pilsi)|)ds; i=142

with s; an arbitrary curve parameter, pt'/{s;} the first derivative of p;(s;) with
respect 1o s, abs{) the absolute value and |..| the determinant. Then, a point
p1ff:} on one edge can be associated with a point pa(ls) on the other edge, such
that !y = ls. Both Iy and Iy are relative, afline invarianis, but their ratio % is an
absolute affine invariant and the association of a point on one edge with a point
on the other edge is also aflinely invariant. From now on, we will simply use !
when relerring to ) = ls.

Together, the two poinis py and pg define a region A for the point p as a
function of I: the parallelogram spanned by the vectors py —p and pg —p. In
this way, the problem of finding an aflinely invariant region has been reduced to
finding a value for [ in an affinely invariant way.

To this end, we evalnate a function over the region A(f) that reaches its
extrema for corresponding values of !, i.e. in an invariant way for both the
geometric and pholometric changes. We then select the region A{l) for which
such function reaches a local extremum. Since it is not guaranteed that the
{unction will really reach an extremum over the limited l-interval we are looking

Fig. 1. Based on the edges in the neighbourhood ol a corner point, an afiinely invariant
region can be found as a function of the relative affinely invariant parameter {; = o,



at, a sel of functions are tested. As a result, more than one region might he
found for one corner point. The funclions we used in our experiments are:

fI(e, ) dedy and P-4 p-—Ppgl
[ dady lp-p1  p-—pz
with I(x,y) the image intensity, pg the cenler of gravity of the region, weighted

with image intensity, and q the corner of the parallelogram opposite to the
cornerpoint p {see figure 1}.

e yededy [ T, y)ydady
Ps = J He,y)ydedy ™ [ (2, y)dedy

2.2 Case 2: Straight Edges |

In the case of straight edges, the method deseribed above cannot he applied, since
the relative affinely invariant parameter [ will be zero. However, since straigld
edges occur quite often in real images, we cannot just neglect this case.

A straightforward extension of the previous technique would then be Lo search
for local extrema of some appropriate function it a two-dimensional search-space
with the two parameters running over the edges as coordinales, instead of a one-
dimensional search-space running over /.

However, the functions which we have been using do not show a clear,
well-defined extremum. Instead, we have some shallow “valleys” of low values,
(e.g. corresponding to cases where the area in the numerator tends Lo zero). In-
stead of taking the (inaccurate) local extremum, we combine two such functions,
and take the intersection of the two valleys, as shown in figure 2. Of course, it
Is not guaranteed that the valleys will indeed intersect. That is why different
combinations of invariants are tested {e.g. for different subregions, or for differ-
ent color bands}. Moreover, the special case where two valleys (almosl) coincide
must be detected and rejected, since the intersection will not be accurate in that
case,

3 Image Retrieval based on local invariants

Now that we are able to extract affinely invariant regions in an mmage, local,
affine moment invariants can be computed and used to maich a query image

?

Fig. 2. For the straight edges case, the intersection ol the “valleys” of two different

invartants is used instead of a local extremum.




with images in the database representing Lhe same scene or object. First, we
deseribe what local invariant features we nse. Next, the image retrieval process
1s discussed in more detail.

3.1 Local Invariant Features

As in the region finding step, we consider invartance both under affine geometric
changes and linear photowelric changes, with different offsets and scalefactors
lor cach of the three color bands.

For each region, a fealure vector is composed, consisting of affine moment
mvariants. These can be matched quite efficiently with the invariant vectors
computed for the regions in the database images, using a hashing-technique. In
this way, combinatorics can be avoided, reducing the computation time from
O(nN) to O(n) (with n the number of regions in the query image and N the
total number of regions in all of the database images). As a result, the processing
time is independent of the size of the database.

As a first invariant— and, as shown by our experiments, a quite distinctive
one — we use the “type” of the region found. Here, with “type” we refer to the
method used to find the region: was il found using the method for curved edges
or with the method for straight edges 7 and what functions were used 7 Only if
the type of two regions corresponds, can they be matched.

The other invariants are all affine moment invariants. Care has Lo be taken,
however, that they are sufficiently distinctive. More specifically, one must pay
attention to the fact thatl the region finding process turns some invariants into
trivial cases.

Due to space limits, a detailed description of the invariants used in our ex-
periments can not be given here. Therefore, we refer to [8]. Briefly, moment
invarianis up to the second order are computed, that use each of the three color
bands to obtain a higher distinctive power.

3.2 Image Retrieval based on Local Invariant Features

In order Lo find the corresponding image{s) in the database, a voting mechanism
is applied. Each point in the query image is maltched to the point in one of the
database images whose feature veclor yields the smallest Mahalanobis-distance.
If this distance is smaller than some threshold th, the cross correlation between
them is computed {after normalization to a reference region} as a final check to
reject false matches. Each match between a point in the query image and a poing
in one of the database images is then translated into a vote for the corresponding
database image. The image that receives the highest number of votes, is selected
as the query result,

From the ratio between the highest number of votes and the second highest
number of votes we can derive a “confidence-measure” e

23]
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with n; Lhe highest number of voles, ny the second highest number of voles
and N the number of images with n; voles. The higher this value, the more
confident we are thal the query resultl is correct. Indeed, if the second highest
number of votes is zero, the confidence measure is estimated to be 100 %. If,
on the other hand, the second highest number of votes is equal (o the highest
number of votes, the estimated confidence measure is at most 50 % and depends
on the mumber of images wilh the same number of votes.

4 Experimental results

For our experiments, we used sets of two or exceptionally three color images of
a scene or object. Each time, one image was kept as a query image, while the
other(s) was {were) put in a database which, at the end, contained B0 images of
more than 40 different scenes or objects. To this, we added 50 inore images from
the Corel Professional Photos database that were selected from the packages “Big
Apple”, “Egypt”, “India” and “China”, to end up with a total of 100 images.

Fig. 3 shows some query images (upper rows) together with the image of the
same object or scene in the database (lower rows). Note that there typically
is a large difference in viewpoint between both unages. Also the illumination
conditions may have changed, and parts of the object or scene may have been
occluded in one of the images. Nevertheless, the correct image was retrieved iu
almost 70 % of the query images as the image with the highest number of votes.
in 95 % of the cases, the correct image was among the upper seven retrieved
images. Examples of images where the system failed arc the ones shown in the
most right column of fig. 3. In the case of the car-images, this is due to the
lack of texture on the car, combined with specular reflections. For the lower
right images, the scene is composed of many diflerent. ohjects, causing many
occlusions that mislead the matching process. For all the other images in fig. 3
the correct image was the first one retrieved. Table | gives an overview of the
results,

The ranking as obtained through the voting process must be interpreted as
a ranking according to the probability of representing the same object or scene.
In contrast to other content-based image retrieval systems, our system cannot
be used to rank the database images according to their similarity with the query
image. This is caused by the fact thal only local similarity is checked, while a
human observer usually looks at similarity on a global scale. However, it is our
belief that in many applications whal the user is really interesled in are images
with the same objects or scenes rather than a more qualitative similarity.

5 Summary and Conclusions

in this contribution, a novel approach to content-based hmage retrieval was
worked out, based on loecal, tllumination and viewpoint invartant features. To




Fig. 3. Some examples of query images {upper rows)} and their corresponding images
in the database (lower rows).

this end, & method for the automatic extraction of affinely invariant regions was
developed.

The first results on a database of 100 images showed that the method is
promising, and can be considered a good alternative to the existing, color or
texture based retrieval systems in cases where images of the same object or
scene are searched for. Of course, further testing is still required, both on a
larger database and using more complex criteria (based on combinations of our
approach and global, color-based techniques, for example).
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