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In three experiments a simple Euclidean transformation (reflection, translation, rotation) was applied
to collections of twelve dots in such a way that they contained equal lower-order structure, defined
on the pairwise grouping of elements with their partner following transformation (e.g. parallel virtual
lines), but differed in the presence vs absence of higher-order structure, defined on pairs of pairwise
groupings (e.g. virtual quadrangles with correlated angles). Based on the much better performance
levels (') in the case of additional higher-order structure, we conclude that global regularities are
easier to detect when the local correspondences are supported by higher-order ones formed between
them. These enable the lower-order groupings to spread out across the whole pattern very rapidly
(called bootstrapping). As a preliminary attempt to specify these principles, we proposed a working
model with two basic components: first, a function expressing the cost of a perceptual grouping or
the lack of regularity, and, secondly, an algorithm based on simulated annealing to minimize the cost
function. The simulation results obtained with our current implementation of these principles showed
satisfactory qualitative agreement with human regularity detection performance. Finally, the theory
was shown to capture the essence of a large number of grouping phenomena taken from diverse
domains such as detection of symmetry in dot patterns, global structure in Glass and vector patterns,
correspondence in stereoscopic transparency and apparent motion. Therefore, we are convinced that,
in principle, the mechanism used by the human visual system fo detect regularity incorporates
something like bootstrapping based on higher-order structure. We regard this as a promising step

towards unraveling the intriguing mechanisms of classic Gestalt phenomena.

Symmetry Dot patterns

Grouping  Local-versus-global

Euchidean transformations

The detection of regularity in visual patlerns is one of
those achievements human perceivers are so good at,
that we do not realize how difficult the task is, For
example, the bilateral symmetry created by reflecting
twelve dots around a vertical axis, is immediately evident
from a single glance inspection of Fig. I(A, top panel).
Psychophysical studies confirm this efficiency of the
symmetry detection process (e.g. Barlow & Reeves, 1979;
Jenkins, 1983a; Wagemans, Van Gool & d’Ydewatlle,
1991). In a similar vein, when a random-dot pattern is
transformed according to some simple rule {e.g. a
translation, a sinusoidal function) and copied onto itself,
the resulting Glass pattern is effortlessly perceived as
being regular (Glass, 1969; Glass & Perez, 1973;
Prazdny, 1984, 1986; Stevens & Brookes, 1987).

The problem with this kind of regularity is that it is
inherently global yet the process has to start off some-
where locally. Mathematically, the global regularity is
defined as the sum of all local correspondences, but
psychologically, the mechanism by which this regularity
is detected secems too fast and efficient to follow a similar
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route. One argument for global processing of regularity
in Glass patterns is that occlusion of all but a small area
leaves only an impression of random dots. Interactions
between different local areas seem essential to obtain the
perceptual impression of global regularity. On the other
hand, small perturbations ol perfect regularities such as
mirror syminetry can be detected as well (Bruce &
Morgan, 1975; Locher & Wagemans, 1993). As such,
this problem of regularity detection is a typical instance
of the classic local-vs-global dilemma which has puzzled
vision research for centuries (e.g. Mach, 1959),
Previous attempts to explain regularity detection are
based on what we will call lower-order strucrure, because
it is defined on the pairwise grouping of elements with
their partner following transformation. For example,
Glass (1969) and Glass and Perez (1973) referred to the
cooperalivily of orientation-tuned cells in the visual
cortex (see Hubel & Wiesel, 1977, for an overview) as if
the local correspondences were perceptually equivalent
to oriented line segments. It is interesting to note that
this is the area where the notion of a virtual line was
introduced first (by Stevens, 1978), although equivalent
concepts such as chords (Moore & Parker, 1974) and
dipoles (Julesz, 1971) had been hanging around for a
while, Stevens’ algorithm for the detection of regularity
in Glass patterns operated on the basis of the relative
frequencies of differently oriented virtual lines. With
respect to our second example, Jenkins (1983a) noted
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that bilateral or mirror symmetry is defined by two
characteristics: virtual lines connecting symmetrically
positioned elements are oriented uniformly and their
midpeints are collinear. In addition, he showed that the
human visual system is very semsitive to these lower-
order structures, which can, therefore, be supposed to
play a role in the detection of bilateral symmetry.
Nevertheless, we are not convinced that this lower-
order structure is sufficient to explain the available data.
We suppose that higher-order siructure, defined on pairs
of pairwise groupings, plays an additional but essential
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role. Our suggestion is that global regularities are easier
to detect when the local correspondences are supported
by strong higher-order structures. As a complement to
the concept of a virlual fine, representing the grouping
between two individual elements (Stevens, 1978), we,
therefore, introduce the concept of a wirtual quadrangle,
representing the grouping between two virtual lines.
When the angles in these virtual quadrangles are
correlated pairwise, as in symmetric trapezoids or paral-
lelograms, we call them correlation quadrangles. To put
it somewhat more formally, assume two virtual lines, say

=

FIGURE 1. A dot pattern with (A) bilateral symmetry and (B) skewed symmetry, together with their lower-order structure
{i.c. virtual line parallelism), and, for the bilateral case only, higher-order structure {i.c. correlation quadrangles).
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FIGURE 2. Our use of lower-order (A) and higher -order (B) structure
and the way it is measured in the cost function.

(i,j)and (k, 1), lying in each other’s neighbourhood (see
Fig. 2). The lower-order information [Fig. 2(A)}
corresponds to relations between orientations of
individual virtual lines (e.g. orientation differences
[ sy — Wanl), whereas the higher-order information
iFig. 2(B)] corresponds to relations between pairs of
virtual lines. The latter cannot be defined unless a virtual
line pair has been selected (hence, higher order). The
angles ¢ are defined relative to the angles  and always
correspond to the smallest angle enclosed between the
virtual lines. The higher-order structure is strong when,
for example, the expression Ze!®ws)~¢unl+idui -l
tends to zero (i.e. in the case of virtual symmetric
trapezoids or parallelograms). Another formalization of
this criterion is contained in the Appendix.

Our suspicion about the role of higher-order structure
is supported by the following observations. First, most
recent research with rotational Glass patterns (c.g.
Stevens, 1978; Stevens & Brookes, 1987; Prazdny, 1984,
1986} used homogencous displacement instead of the
more natural differential displacement. Instead of
making a dot in the periphery travel along a larger
distance than a central dot, as would be the case in a
pure rotational Glass pattern, one lets them be separated
by a constant distance throughout the whole pattern.
Although it is not specified why this is so, we think the
regularity is more salient as a result of it, By using hom-
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ogeneous displacement, one adds higher-order struc-
ture to the lower-order one, because two pairwise group-
ings together constitute a regular virtual quadrangte (i.e.
parallelogram). This seems to suggest that local pairings
give more rapidly rise to a salient global reguiarity if they
are incorporated in stronger higher-order structures.

Secondly, in a series of experiments with skewed
symmetry, which results from viewing bilateral
symmetry from oblique angles, substantial processing
differences from bilateral symmetry were found. In fact,
preattentive detection of symmetry was largely disrupted
(see Wagemans, Van Gool & d’Ydewalle, 1950, 1992),
Nevertheless, Jenkins’ (1983a) lower-order properties are
still present in skewed symmetry: the virtual lines
connecting the corresponding elements are not orthog-
onal to the axis but still have orientational uniformity
and midpoint collinearity [see Fig. 1(B)]. So, it appears
that higher-order structure, defined in terms of pairs
of virtual lines, which is present in bilateral symmefry
(i.e. symmetric trapezoids) but destroyed by skewing
fcompare (A) with (B) in Fig. 1}, is needed to account for
this finding.

In a subsequent experiment, using a paradigm that
was better suited to detect preattentive processes (d’ in
a random/regular discrimination task with tachisto-
scopic presentation), we explicitly manipulated the
number and regularity of the higher-order structural
clements by skewing single, double, and quadruple
symmetry (i.e. symmetry about one, two, or four axes;
see Wagemans ef al., 1991). As expected, the effect of
skewing was very disruptive for single symmetry, but
gradually less so for double and quadruple symmetry
(see Fig. 3 for a summary across axes orientations and
skewing direction). The reason appears to be that the
higher-order groupings are not fully destroyed in the
latter two cases (e.g. virtual parallelograms are present).

We think this higher-order structure lies at the basis
of the way our visual system bridges the gap between
local correspondence and global regularity. Consider the
following scenario for the detection of symmelry in a dot
pattern. Suppose that initially all potential groupings
within a particular neighbourhood of a dot are made.
From the moment that some paralielism is detected, a

Human perceivers
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FIGURE 3. Summary of results obtained in a previous study (see
Wagemans er al., 1991), showing large effects of skewing on detection
of single bilateral symmetry, less for double symunetry, and almost no
: effect for quadruple symmetry.
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local reference frame can be established to it (one axis of
the frame parallel to it, the other orthogonal to it), with
respect to which all other angies are expressed. The
propagation of this local reference frame, which we call
bootstrapping, is much easier when the lower-order
structure is supported by higher-order structure, because
one of the two axes of the frame indicates the direction
in which to proceed. A more detailed discussion of these
notions is provided below, when we discuss a possible
implementation of these ideas, and in the Appendix
where it is treated more formally.

Before doing so, however, we will present three exper-
iments which were specifically designed to test the role
of higher-order structure in regularity detection. In each
of them, a particular transformation (an instance of the
Buclidean group of reflections, translations, and ro-
tations), will be applied to two types of patteras, one of
which will yield the higher-order structure supposed to
play a role in our account, whereas the other will be
devoid of them. If the regularity werce easier to detect in
the former case, this would constitule good evidence
against the sufficiency of lower-order structure, because
this will always be present in both kinds of patterns. In
the General Discussion we will consider alternative
explanations for some particular results, but we will
argue that it is better to have one general explanatory
framework for different phenomena of perceptual
grouping and regularity detection.

GENERAL METHOD

In all experiments reported here, the same general
method was used. The only difference between the three
experiments was the regularity that had to be detected by
the subjects.

Subjects

Four subjects participated in all three experiments: the
first author and three volunteering undergraduate
students involved in other research projects at the
Laboratory of Experimental Psychology. The latter were
naive with respect to the purposes of the experiments. All
observers had normal or corrected-to-normal vision,
Owing to the very large number of trials and conditions
(see Procedure), only a few, well-motivated subjects
{willing to return several times) could be run. We
expected that the processes under investigation are so
basic as to allow no cognitive biases or large interindivid-
ual differences. The validity of this assumption can be
tested by considering whether eventual differences
between observers are really qualitative instead of merely
quantitative (e.g. same rank ordering of detectabilities).
Therefore, results for individual subjects will be
presented as well. To control for sequential effects, each
subject was assigned one of all six orders in which the
three experiments could be performed.

Stimudi

All stimuli used in these experimenis were patterns of
24 dots located in a more or less circular area defined
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around the centre of the screen with a diameter of 10 cm.
Half of the dot patterns were completely random (within
certain limits, see below), whereas only a restricted
number of dots (e.g. six or twelve) was random in the
other half of the patterns. The lacations of the other dots
constituting the latter type of patterns were defined by
applying one of the three simple Euclidean transform-
ations to the random part: reflection, {ranslation, or
rotation, The resulting symmetries are called mirror
symmetry (MS), transiational  symmetry (TS), and
rotational symmetry (RS), respectively. The notion of
MS is used to include skewed symmetry as well as perfect
bilateral symmetry. In each type, a particular set of
parameter values specifying the transformation (e.g.
reflection axis, transkation distance, and rotation angle,
respectively) was used to obtain sufficient variation. In
addition, some specific pattern aspects (e.g. coliinearity)
were introduced to test the role of higher-order structure,
More details about the stimuli resulting from these
procedures are provided below for each experiment
separately,

Apparatus

The dot patterns were generated by a flexible and
portable C-program on a SUN-3 Workstation with a
Motorola MC 68881 floating point board. Because of
the limits of the UNIX-operating system, the exper-
iments were automated on a different system, namely, an
IBM-AT-compatible with an Intel 80386 processor and
a VISTA card. The stimuli were presented as black dots
against a homogencous grey background on a raster
display with high temporal and spatial resolution
(BARCO, type CDCT-6351B) used in PAL-mode with
S0 Hz temporal resolution and 750 x 578 spatial
resofution, noninterlaced. The experimental room was
completely darkened and screen borders were covered by
black cardboard with a circular aperture to reduce
orientational cues. The subject was seated at a distance
of 114 cm with eyeheight at the centre of the screen. At
that distance, the size of the individual dots and the
whole patterns subtended 5.7 arc min and 5,
respectively.

Procedure

The experiments were designed as signal detection
tasks. The “signal™ to be detected was symmetry or, as
we explained it to the subjects, regularity. Belore starting
the experiments, subjects reccived a rather extensive
introduction about what was meant by regularity.
Examples of each of the different symmetries were shown
and time was given to explore the dot patterns
sufficiently to detect the regularity in each case. They
were then instructed that they would see a lot of those
patterns, mixed with random-dot patterns and presented
only very shortly. The task was described as a forced-
choice on the question “is it a regular pattern or not?”
which had to be answered to the best of their abilities,
Two of the four subjects answered Yes {regular) with
their right index finger and No (random} with their left
index finger, whereas the others did the reverse.
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A trial was constituted from the following sequence of
events. For 500 msec a black fixation circle was
presented in the centre of the screen followed by a
collection of 24 black dots, presented for only 100 msec,
constituting a random or regular patlern on a homeo-
geneous grey background. Immediately following this
dot pattern, a masking pattern was presented for
1500 msec. This was a similar black-on-grey collection of
36 random dots sufficiently large to cover the stimulus
pattern completely, A set of ten different masking pat-
lerns was used, one of which was randomly sclected on
each trial. This was done to avoid the use of the same
mask repeatedly on all trials with the risk that it would
gradually loose its masking power. From the moment
the mask was on, subjects could respond by pressing one
of two buttons of a response panel connected (o the PC
configuration used for stimulus presentation. Each
answer was instantaneously evaluated by the computer
so that immediate feedback could be given. A correct
answer was followed by a 300 msec high-frequency tone
{750 Hz), a false response by a 500 msec low-frequency
tone (100 Hz}). The only reason why this feedback was
provided was to keep motivation and arousal of the
subjects at an optimal fevel. Although it may have
facilitated some learning during the experiments, the
order of the blocks was always randomized so that no
systematic effects could have resulted,

Foltowing the introductory session in which the
concept of regularity was explained and demonstrated
and in which the task was described, in each experiment,
subjects received a practice series containing exemplars
of random and regular dot patterns of each type to be
presented in that experiment. Tn Expts | and 2, the
number of practice trials was 168 (i.e. three of each type).
In Expt 3, we administered 160 practice trials (i.e. ten of
each type). The data for these practice stimuli were not
analysed. Different patterns were used in the experimen-
tal sessions,

Trials were presented in blocks of 220. In the
beginning of each block of 100 random and 100 regular
experimental trials, randomly intermixed, ten random
and ten regular trials were given as warm-up, also
randomly intermixed. Again, the patterns presented on
these trials were different from the experimental ones
and the data obtained with them were not analysed. The
type of regularity (MS, TS and RS) was constant within
and different between experiments (I, 2, and 3,
respectively). In each experiment, blocks differed in the
parameter values defining the transformation (e.g. reflec-
tion axis, translation distance, and rotation angle,
respectively). The order of trials within a block and the
order of blocks were randomized for each subject
separately. After each block, which took about 10 min,
subjects could choose to continue or to quit, but the
large number of trials to be run encouraged them to do
more than a few blocks each time they were in the lab.
Subjects were advised to take short breaks between the
blocks. On the average, subjects did 15-20 sessions of
68 blocks, spread over a period of | or 2 weeks. The
total duration of the three experiments (i.c. introductory
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session, three practice sessions, and 56 + 56 + 16
experimental blocks) was about 24 hr for each subject.

EXPERIMENT I: MIRROR REFLECTIONS

Stinndi

In Expt 1, the regular-dot patterns were created by
reflecting twelve dots about a straight axis oriented
vertically (V), horizontally (H), or obliquely (left, L or
right diagonal, R). The input dots were localized at
random within the original circle except for a minimal
interdot distance to create a pattern of more or less
homogeneous density. To obtain a sufficiently represen-
tative set of patterns, skewing was introduced. Tn this
way, orthographic projection onto the image plane of
planar MS oriented arbitrarily in depth was simulated
(see Friedberg, 1986; Kanade & Kender, 1983), instead
of restricting the results to one particular viewing
position (as would be the case without skewing). The
skewing angle was manipulated at seven levels: 0° (i.e.
the case of perfect bilateral MS), and three 15° steps,
both clockwise and counterclockwise. After skewing,
interdot distances were controlled again to avoid spuri-
ous local clusters. In addition, random patterns were
also skewed to avoid that a cue would be created by the
form of the zone in which the dots were located (i.c.
elliptic in the case of skewed patterns). Combining
skewing angle with axis orientation yielded 28 different
types of MS.

In the case when no further constraints were placed on
the locations of the random dots used as input patterns
to reflect, the resulting patterns are referred to as
ordinary MS [examples are given in Fig. 4(A)). The data
for this type of patterns were obtained in another
experiment described previously (Wagemans er al.,
1991). In the experiment reported here, two kinds of
additional regularities were introduced by putting more
constraints on the locations of the random dots used to
reflect,

In the case called equidistat MS, the following
procedure was used (see Fig. 5). One dot was randomly
selected (e.g. the one indicated by 1a), This dot was then
reflected about one of the four axes (e.g. V in Fig. $; the
resulting dot is called la’). For each random dot,
another dot was chosen pseudo-randomly on the virtual
line connecting the first random dot (la) with its sym-
metrically positioned partner (1a"). This dot (denoted by
Ib in Fig. 5) was also reflected (1b’). After reflection
then, four dots were always situated on the same virtual
line in two symmetric pairs. In addition, for each set of
four dots generated as just described, a second set of four
dots was randomly selected on a line paralie! to the first
while keeping the distances between the two dots at the
same side of the axis constant, For example, when lc
would be selected pseudo-randomly, ¢, Id, and 1d’
would be fixed because of the constraint on the interdot
distance and because of the reflection operation.
Together all four dots generated on the basis of one
random dot (la-I1b-lc-1d) constitute a higher-order
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FIGURE 4. Examples of dot patierns with MS, as used in Expt [, (A) Ordinary MS, (B) equidistant MS, and (C} collinear
MS. In each case, a bilateral example is shown in (}), lollowed by three 15° steps of clockwise skewing in (2), (3), and (4),
respectively,

structure of the parallelogram type. By definition the
higher-order group of the four dots generated by reflec-
tion {la’~1b’~1¢"~1d") form a parallelogram as well. The
skewing operation destroys the symmetric trapezoids
formed between two pairs of reflected dots (e.g.
ib—1b’~1d-1d") but does not destroy these parallelo-
grams. The procedure of generating eight dots from one
randomly selected dot is repeated two times {one of
which is shown in Flig. 5, viz. based on dot 2a), Examples

of patterns with this type of equidistant MS are given in
Fig. 4(B).

However, by introducing the higher-order structures
as described above, one necessarily increases the lower-
order structure as well, because the virtual lines connect-
ing symmetric dots always contain four dots instead of
two. To control for this increased first-order regularity,
a case which is called collinear MS was tested. Here, the
collinearity of four dots (in pairwise symmetric
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FIGURE 5. Explanation of the procedure used to create patterns with equidistant MS (see fext).

positions} is present without creating higher-order
regularities formed between two virtual lines at the same
side of the axis. In terms of Fig. 5, the distance between
la and 1b (denoted by dl) would not be repeated at the
same side of the axis of symmetry. In order words, from
each random dot only four instead of eight dots would
be generated. Examples of patterns with this type of
collincar MS are given in Fig. 4(C). For both equidistant
and collinear MS, we used orientations and skewing
angles as before, giving rise to 56 blocks of 200 trials
cach.

Predictions

In this way, by varying some specific aspects of the
transformed patterns, the higher-order structure
supposed to play an important role in regularity detec-
tion was explicitly manipulated. In all cases of MS, the
lower~order structure is the same, namely, parallelisms
of virtual lines with arbitrary lengths. In perfect bilateral
MS (ie. skewing angle =0°), additional structure is
present as a consequence of special relations between the
orientations and lengths of the virtual lines connecting
two parallel virtual lines {as mentioned before, these can
be made explicit in virtual quadrangles, i.e. symmetric
trapezoids). After skewing, this additional higher-order
structure disappears. In previous experiments, it was
shown that this makes the symmetry much harder to
detect (Wagemans et al., 1990, 1991, 1992),

In collinear MS tested here [see Fig. 4(C), the lower-
order structure is stronger because the virtual lines
connecting symmelrically positioned dots can be
represented more reliably {they are defined by four dots
instead of two). Additional higher-order structure is
introduced because all virtual lines are pairwise identical,
no matter if the symmetry is skewed or not {but this
additional regularity cannot be represented by quadran-
gles because it is created on the same virtual line),
However, the virtual lines connecting two parallet virtual
lines show higher-order structures (i.e. symmetric
trapezoids) only in the case of zero skewing angles
{compare | with 2-4 in Fig. 4C)].

In equidistant MS, even more higher-order structure
is present. By keeping the distances constant for two sets
of four dots, not only the number of virtual lines with
identical lengths is doubled, but additional parallelisms

are introduced of virtual lines connecting two parallel
virtual lines (giving rise to a second type of correlation
quadrangles, i.e. parallelograms). Furthermore, these
parallelograms are preserved even after skewing
{compare 1 with 2-4 in Fig. 4(B)].

In short, we believe this manipulation of higher-order
structure to be sufliciently specific to put its hypothesized
role to a strong test, If higher-order structure contributes
to the detection of regularity in dot patterns, the
performance levels of Expt | with the MS patterns with
special structures should be higher than with the
ordinary ones tested by Wagemans et al. (1991). More
specificaily, the effect of skewing would be less drastic in
the case of collinear and equidistant MS than in the case
of ordinary MS. Furthermore, if a difference between the
first two types would show up (i.e. if not masked by a
ceiling eftect), it should be in the direction of higher
detectability for the equidistant ones.

Results

The data for the ordinary MS were taken from the
experiment reported in Wagemans ef al. (1991; single
symmetry only) and pooled with the 56 conditions tested
here. Together, they were subjected to an ANOVA with
a 3 x 4 x 7 design with four d’s (one per subject) in the
smallest cell: pattern type with three levels (ordinary,
collinearity, and equidistance), orientation with four
levels (V, H, L, R}, and skewing with seven levels (0° and
three +15° steps). The main effects of pattern type and
skewing were highly reliable, F(2,6) = 121.76,
P <00005 and F(6,18)=8597, P <0.00001,
respectively. The main effect of orientation did not reach
statistical significance, F(3,9) = 1.48, P > 0.25. Three of
the four interactions were reliable at P < 0.00001:
F(12,36) = 7.67, for pattern type x skewing; F(18,54) =
8.58, for orientation x skewing; and F(36,108) = 3.64,
for pattern type x orientation x skewing. The remaining
second-order interaction {i.e. pattern type x orientalion)
was not statistically significant, F(6,18) = 1.61, P > 0.20.

Because there was no systemaltic difference between
clockwise and counter-clockwise skewing angles, aver-
ages obtained by pooling across them will be presented.
In addition, the specifications of the reliable effects will
be restricted to those that are relevant to the main
purpose of the experiment (i.c. a test of the role of
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higher-order structure). Orientation was varied only to
allow some sufficiently general conclusions to be drawn
{orientational eflects were the locus of the set ol exper-
iments in Wagemans et al., 1992), _

Average detectability scores {d's) were 1.70, 3.16, and
3.76 for ordinary, collinear, and equidistant M5, respect-
ively. As indicaled by Tukey’s HSD-tests, the latter two
differed from the former one at P < 0.001, whereas the
difference between both special types was reliable at
P <005 As can be seen in Fig. 6, the pattern
type x skewing interaction is mainly due to the fact that
skewing had a much more drastic effect on the
detectability of MS when there was no special grouping
enhancing the lower- or higher-order structure.
Moreover, it is interesting to note that the cffect of
pattern type was not reliable at zero skewing.

Discussion

In general, the results {see Fig. 6) clearly support the
predictions. Human detection of regularity in dot
patterns with MS is better in conditions which contain
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FIGURE 6, Results of Expt | with MS, averaged across subjects (A)
and for two individual subjects {B).
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higher-order structure. More specifically, skewed MS,
which is normally hard to detect preattentively (see Fig.
6, solid line), is easy to detect when the dot patterns
contain collinear or equidistant groupings (Fig. 6,
dashed and dotted line, respectively). The higher de-
tectability of equidistant MS as compared with collincar
MS suggests that the improvement is not mainly due to
the increased saliency of the lower-order parallelism. So,
the higher-order structure formed between two paraliel
virtual lines of equal length (represented by virtual
paralletograms) seems to play an additional role. As a
consequence of the fact that skewing destroys the virtual
symmetric trapezoids but preserves the virtual paralleto-
grams, its effect is much smailer for equidistant MS.

[t must be noted that the larger difference between
collinear and ordinary MS, as compared with the one
between equidistant and collinear MS, poses no serious
problems for our account. First, we do not claim that
higher-order structure (which is only present in con-
ditions with zero skewing or with equidistant groupings)
is the only factor contributing to detectability of a global
regularifty, In contrast, we propose to incorporate
higher-order structure as an additional factor on top of
tower-order one. Secondly, as suggested by the notion of
bootstrapping, the propagation of a local frame of
reference, which is possible on the basis of symmetric
trapezoids but not to the same degree with parallelo-
grams, is equally important as the mere presence of the
correlation quadrangles themselves, This explanation is
corroborated by the absence of reliable differences
between grouping conditions when MS is perfect. in all
these cases, the lower-order correspondences can spread
out very easily because of the cooperative support by the
higher-order structure (i.e. the paraliel virtual lines are
all incorporated in symmetric trapezoids) suggesting the
global axis of MS.

EXPERIMENT 2: TRANSLATIONS
Stinndi

In Expt 2, the regular-dot patterns were created by
translating twelve dots in a single direction along a
particular distance which is only a small proportion of
the pattern size, as it is doné to create Glass patterns
(Glass, 1969; Glass & Perez, 1973). This distance was
either fixed or subject to some variability. The directions
used were poles of the four orientations used in previous
experiments (i.e. down, left, down-left, and down-right}.
The random patterns were located within the same zones
on the screen to avoid position cues. The translation
distance was varied within a sufficiently wide range (four
10-pixels steps starting from 15). The basic manipulation
with respect to our predictions (see below) was to keep
the distance fixed or not. In case when it was varied, it
was done by a Gaussian distribution with, as the mean,
the same value as the unvaried distance, and, as the
standard deviation, all multiples of 10 smaller than the
average distance. As a result, some of the obtained
interdot distances were quite small. In contrast with the
stimuli of Expt I, these were not avoided here. The
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combination of these three variables (ie. direction,
distance, and variation) yielded 56 conditions of regular
dot patterns with translation as the underlying
regularity. Examples of the stimuli are provided in
Fig. 7.

Predictions

Previous rescarch with TS was aimed at finding a
spatial limit to the detection of structure in those
patterns (Jenkins, 1983b). He distinguished between
three possible percepts which are clearly determined by
the franslation distance. With small translation dis-

. w
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tances, patterns with TS give rise to a strong impression
of pairedness which is present throughout the display.
Increasing the separation makes it much harder to find
the point-pairs, but leaves the global impression of
strigtion intact, until a particular critical distance is
reached beyond which only randomness is seen. A series
of experiments was devoted to finding the threshold
between the latter two percepts and testing how it is
effected by variables such as size of the field, density, etc.

Jenkins (1983b) interpreted his results as support for
the explanation offered by Glass (1969) and Glass and
Percz (1973} of how the visual system detects the

. . . .

FIGURE 7. Examples of dot patterns with TS, as used in Expt 2. The six examples in the upper hall are TS patierns with

fixed translation distances of I35, 25, and 35, [rom iop to bottom, respectively. The direction is H-left and down-R in the left

and right column, respectively. The three examples in the fower half are TS patterns with variable translation distances. The

mean distance is always 35 and the direction is H-left, but the variability increases in 10-pixels steps from 10 to 30, from left
to right, respectively.



1076

correlations in TS patterns. Coactivation of orientation-
selective cells in the visual cortex (Hubel & Wiesel, 1977)
is less when several different orientations are present in
the neighbourhood of the correct point-pairs. Naturaily,
this is to be expecled when the translation distance
increases, because neighbour dots which are not partner
dots become quite likely then, Experiments indicated
that the perception of pairedness, which is locally
defined, becomes more easily disturbed by closer non-
partner dots [Stevens (1978) regards 2 or 3 as a limit]
than the perception of striation, which is defined more
globally (e.g. Glass & Switkes, 1976; Jenkins, 1983b).
Similar data on the disturbing effects of different orien-
tations in a close neighbourhood were obtained by
adding local rotations on the point-pairs (Glass &
Switkes, 1976).

Vartability of the distances was introduced because it
created interesting material to test the proposed role of
higher-order structure, When the translation direction
and distance are constant, the dot pattern is full of
virtual parallelograms (see Fig. 7). However, these
become gradually more disturbed by adding noise {o the
translation  distance. If lower-order structure (as
supposed by all previous models) would be the only
determinant of regularity detection, one would not
expect a difference between the conditions with fixed and
variable translation distance. In fact, several arguments
could be given to predict better performance with larger
variation. For example, having a large variation gives
quite often rise to very small interdot distances, which
are known to enhance the grouping considerably (e.g.
Jenkins, 1982; Smits & Vos, 1986; Stevens, 1978). The
fact that there are also large interdot distances does not
matter much for these models. They need some point-
pairs to start off with and it is these initiating pairs that
are more salient when interdot distances are small. Also,
Lowe’s incorporation of density as a factor to weigh
groupings {see Lowe & Binford, 1982), implies that the
perceptual groupings would be less salient when the
densities are most homogeneous (i.e. when the interdot
distances are fixed across the whole dot pattern). The
role of higher-order structure as an additional factor
determining the ease of regularity detection clearly leads
to the contrary prediction, namely that increasing vari-
ability of the translation distances causes decreasing
detectability of the regularity.

Results

Because more levels of variation were introduced on
the larger distances, both variables relevant to the model
(which were, therefore, not manipulated orthogonally)
were combined to give 14 distance-variation levels. The
56 conditions resulting from using four directions were
subjected to a 14 x 4 ANOVA, again with four d’s {one
per subject) in the smallest cell. The main effects of
distance-variation and direction were both highly
reliable  (i.e. P <0.00001), F(13,39)=28287, and
F(3,9) =47.16, respectively. The interaction between
both factors also reached statistical significance,
F(39,117) = 1.98, P <0.005.
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FIGURE 8. Results of Expt 2 with TS {averaged across directions),
averaged across subjects (A} and for two individual subjects (B).

The main effect of distance-variation is quite straight-
forward. Averaged across variation, larger distances
produced lower TS saliency (4 are 4.02, 2.31, 1.08, and
1.06, respectively); averaged across distance, larger
variation produced a similar decrease (2.71, 2.08, 1.39,
1.12, and 0.78, respectively). Also, for each translation
distance, the detectability of TS was higher if the vari-
ation was smaller or even absent (see Fig. 8). Tukey's
HSD-tests indicated that these variation effects were
more pronounced for the smaller translation distances
(e.g. no reliable differences for distance = 35 or 45).

The main effect of direction is completely due to the
fact that H translation (d’ is 2.39) yielded higher de-
tectability performances than all other directions (d's are
1.78, 1.68, and 1.66), which did not differ from each
other. The two-way interaction is represented graphi-
cally by plotting the distance-variation effects for the
four directions separately in diagrams (A-D} of Fig. 9.
Two peculiar results were obtained that specify this
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FIGURE 9. Results of Expt 2 with TS {averaged across subjects), for
the four directions (A =V, B=H, C=L, and D=R)}.

interaction. First, at a small distance (i.e. 15), H trans-
lations were less effected by a small variation (i.e. 10)
than translations in other directions. Secondly, the
difference between variations of 10 and 20 pixels as
standard deviations of the Gaussian distribution with a
mean of 25, which were significant for the three other
directions, disappeared for V translations,
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Discussion

The results on the eflects of introducing variability of
the translation distances are clearly in agreement with
the predictions derived from the additional role of
higher-order structure, not with those derived from
models restricted to lower-order structure. More specifi-
cally, the detectability of the regularity decreases as the
translation distance and the variation of it increase (see
Fig. 7). Although some lower-order groupings would
definitely be stronger in the latter case, the fact that the
higher-order structures are disrupted by it, seems to
influence the mechanism of regularity detection more.

With respect to the effects of translation directions, it
is interesting to note that classic anisotropy effects (e.g.
Appelle, 1972; Essock, 1980) were only partially
replicated. Results were better for H translations, not for
V ones. As indicated by Wagemans et al. (1992), similar
findings (H advantage) have been reported previously in
the literature (e.g. Jenkins, 1983a, Expt 4; Pashler, 1990,
Expt 4), but they were not taken seriously in light of the
very often quoted V advantage (e.g. in the context of
MS: Barlow & Reeves, 1979; Fisher & Fracasso, 1987;
Palmer & Hemenway, 1978; Rock & Leaman, 1963;
Royer 1981; in the context of TS: Jenkins, 1985). Our
previous experiments with skewed symmetry (see
Wagemans er al., 1992) clarified that this ambiguity is
due to the confounding between axis- and virtual-lines
orientation in bilateral symmetry, In addition, it was
shown that the latter factor vyields much more
proncunced effects on the detection of MS (bilateral or
skewed),

This would be consonant with our suggestion that
the detection of global regularity starts off with local
virtual line parallelism supported by additional higher-
order structure. From that perspective, il is nol surpris-
ing that H translations are generally more salient than
all others, and that detection of H 'TS is, therefore, more
robust to small variations on the translation distances.
Such an anisotropy of a correspondence-sensitive
mechanism is to be expected for a biological vision
system which has evolved in a natural environment in
which, for example, stereo disparity occurs in almost H
planes and motions often have a dominant H component
(see below).

EXPERIMENT 3: ROTATHONS
Stimudi

In Expt 3, the regular-dot patterns were created by
rotating twelve dots in a single direction along a particu-
lar angle. Eight different rotation angles were used: 10,
15, 20, 25, 30, 45, 90 and 180°. The last has been tested
by Foster ef al. who referred to it as point inversion {e.g.
Bischof, Foster & Kahn, 1985; Foster, [978; Foster &
Kahn, 1985; Kahn & Foster, 1986). The small rotation
angles would give rise to Glass patterns (e.g. Glass, 1969;
Glass & Perez, 1973), if a sufficient number of dots
would be used. To remain comparable with the other
two experiments, the relatively small number of dots was
retained.
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The critical manipulation with respect to higher-order
structure was the randomness of the input patterns (i.e.
the twelve dots (o be rotated). In half of the cases, called

2a ordinary RS, a completely random collection of twelve
Q dots (i.e. even without constraints on the interdot
S distances) was used to start from. In the other half of the

cases, only six dots were located randomly, and for each

random dot, a second dot was selected randomly on the

e line going through the random point and the centre of

the rotation. More defails are given in Fig. 10, where the
rotation angle is 20°. Starting from a randomly selected
dot {e.g. la), one chooses another one {e.g. 1b) pseudo-
randomly on the virtual line going through la and the
centre of rotation (indicated by a plus sign) and rotates
both through 20° (giving la’ and Ib’, respectively).
Together these four dots constitute a higher-order struc-
ture (i.e. a symmetric trapezoid). This procedure is then
repeated five times (two of which are shown in Fig. 10)
to oblain a pattern of 24 dots with so-called collinear RS.
As a side effect of this manipulation, this second type of
RS patterns contained virtual lines that are radial to the
rotation midpoint. To control for this, collinear random
dot patterns were used as alternative stimuli in these
blocks of trials. The total number of conditions in Expt

FIGURE I1. Examples of dot patierns with RS, as used in Expt 3. The six examples in the upper half are RS patterns. The
first row are ordinary ones, the second are collinear, Rotation angle increases from 5 to 45 to 180°, from left to right,
respectively. The two examples in the fower half are random-dot patterns. The right one is collinear, the left is an ordinary one.
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3 was 16 (i.c. 2 x 8). Examples of the stimuli are shown
in Fig. 11.

Predictions

In generai, it is to be expected thal this type of
regularity is hard (o detect unless the rotation angle is
small, in which case virtual parallelograms are present,
or additional regularity such as collinearity is included,
in which case virtual symmetric {rapezoids are present
(see Fig. 11). A purely transformational approach would
not predict that two types of patterns resulting from
rotation could differ largely in the saliency of the
regularily caused by it. As indicated above, however, the
fact that experimenters started to use patterns with
homogeneous displacement (e.g. Prazdny, 1984, 1986;
Stevens, 1978), instead of applying the same rotation
angle globally, probably has some consequence on the
saliency of the Moiré structure afforded by it. In addition
to arriving at homogeneous patterns (which is these
authors’ purpose), one disturbs the pure character of the
transformation (it becomes a mixture of translation and
rotation) and unexpected side-effects are obtained. In
terms of our reasoning, one creates virtual parallelo-
grams by it which, if the account is valid, enhances the
regularity,

Because quantitative results of these implicit manipu-
lations have not been reported, higher-order structure
was manipulated more explicitly 1o test its effect. As
hinted at above, varying the rotation angle from small
to large gradually destroys the resemblance of the virtual
quadrangles to parallelograms [more formally, it
increases the pairwise angular differences, cf. Fig. 2(B)].
If no further regularities such as collinearity would be
introduced, the prediction would be a corresponding
gradual decrease in detectability, except for the 180°
rolation, which again aliows for virtual paralielograms
(always spanning the centre of rotation). Manipulation
of collinearity should have a generally positive effect on
the regularity’s saliency, because of the additional corre-
lation quadrangles {i.c. symmetric trapezoids) afforded
by it. :

Results

All 16 d's obtained for each of the four subjects were
subjected to an ANOVA with two factors: pattern type
with two fevels {ordinary and collinearity) and rotation
angle with eight levels (four 5° increments from 10 to
30°, and three very large angles, i.e. 45, 90, and {80°). All
effects were reliable: F(1,3)=27.44, P <0.05, for
pattern type; F(7,21) = 30.60, P < 0.00001, for rotation
angle; and F(7,21)=17.15, P <0.0005 for their
interaction.

Interpretation of these effects is facilitated by Fig, 12,
The difference between RS with and without collinearity
was in the predicted direction (average o’s are 2,22 and
£.63, respectively). Tukey’s HSD-tests showed that the
main effect of rotation angle was caused by a gradual
decrease in detectability of RS with increasing rotation
angle, except for point inversion (180°), where RS
became more salient again [this increased performance
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FIGURE 12. Results of Expt 3 with RS, averaged across subjects {(A)
and for two individual subjects {B).

for point inversion had been obtained by Foster (1978)
as well]. The means are 4.17, 2.76, 2.23, 1.55, 1.23, 0.84,
0.4F and 2.21, respectively. As can be seen in Fig. 12,
the pattern Lype x rotation angle interaction was due to
the disappearance of a difference between ordinary and
collinear RS at the smallest (i.e. 10°) and the largest
(i.e. 180°}) rotation angle.

Discussion

Both predictions on the detectability of RS in dot
patterns, as derived from our suggetions about the role
of higher-order structure, received clear experimental
support. First, increasing the rotation angle up to 90°
yields a pronounced disruptive effect because of the
resulting increase of the orientation difference between
pairs of virtual lines. At 180°, where the higher-order
structures become correlation quadrangles again (i.e.
paraliclograms), RS is quite salient again. Secondly,
introducing collinearity is generally very helpful. The
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suggestion is that this is so because it allows for a second
type of regular higher-order structures to be formed {i.e.
symmelric trapezoids). The fact that collinearity gives
rise to virtual lines which are radial to the centre of
rotation cannot be the explanation for this effect,
because the random-dot patterns used as discriminative
stimuli in these blocks of trials contained this feature
also.

Two additional observations deserve some discussion.
First, ordinary and collinear RS were equally detectable
at 180°. As with the general effects, this specific finding
can be understood on the basis of our view on regularity
detection. Introducing collinearity in patterns with
point-inversions simply enhances the lower-order virtual
lines (as with collinear MS, four dots define the line
instead of two), without giving rise to additional higher-
order virtual quadrangles, which were not already
present in the ordinary type. n accordance with the fact
that radiality cannot be the explanation for the results
obtained in Expt 3, it is quite natural that enhancing this
lower-order structure does not add anything to the
detection of the global regularity.

A second interesting finding is a similar absence of a
difference between ordinary and collinear RS at the
smallest rotation angle. The reason might be that with
small rotation angles, the difference between the two
types of correlation guadrangles is only negligibly small
because both approach a rectangle. Perhaps, the higher-
order structures present in ordinary RS (with 10°
rotation) are strong enough already so that additional
symmetric {rapczoids afforded by collinear RS are
superfluous.

GENERAL DISCUSSION

Swummnary of experimental data

Three experiments were designed in each of which one
of the three simple Euclidean transformations was
applied to collections of 12 dots which differed only in
the number and type of higher-order structures afforded
by them. Whereas models restricted to lower-order
structure (e.g. Jenkins, 1983a for MS; Lowe & Binford,
1982 for TS; Stevens, 1978 for RS) would not expect
different detectability performances resulting from this,
specific predictions derived from the supposed role of
additional higher-order structure were corrohorated
empirically. First, skewing MS was shown to be less
detrimental if particular equidistant groupings yielding
virtual parallelograms were included in the patierns.
This result could not be explained by lower-order struc-
ture only because mere collinearity proved less efficient.
Secondly, introducing variability of translation distances
in dot patterns with TS caused a corresponding decrease
in detectability. Whereas all higher-order siructures
disappear as a result of this manipulation, some very
salient pairwise groupings would make some theories
restricted to lower-order parallelism of virtual lines
expect the reverse finding. Finally, RS patterns were
more easy to detect if transformed dots were collinear so
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that symmetric trapezoids could be formed, except for
very small rotation angles (i.e. 107} where noncollinear
palterns contain virtual paraliclograms aiready, and for
very large rotation angles {(i.c. 180°) where collinearity
does not add anything to the existent higher-order
structure. Again, these specific findings seem difficult to
explain by a pure lower-order based theory of regularity
detection or grouping model because possible cues (such
as radiality) were carefully avoided.

Alternative explanations

For some specific results obtained in this set of three
experiments alternative explanations could be offered
which do not rely on the notion of higher-order struc-
tures. For example, as one of the reviewers suggested, the
finding that regularity in patterns with TS is harder to
see when interdot distances vary is not so surprising if
the visual system would represent the pairwise distances
in a histogram and would respond to peaks in the latter.
Similarty, the effect of skewing on the detection of
regularity in patterns with MS could simply resuit from
a special tuning or affinity of the visual system to
orthogonal angles between the virtual lines and the axis
of symmeiry. As another reviewer suggested, the
increased performance in the detection of regularity in
patterns with RS of 180° (i.e. point inversion) is conso-
nant with the idea of a fixed visual association between
local features and certain spatial relations between these
local features (Foster, 1978).

However, we strongly believe that these alternative
schemes fail to explain other specific results. For
example, apart from the fact that a “special affinity for
orthogonality” seems to cry for a deeper explanation, it
does not say anything about the difference between the
different types of skewing, It might be regarded as “an
explanation” of the difference between perfect bilateral
symmetry on the one hand and skewed symmetry on the
other, but it remains silent on the different effects
observed when skewing different kinds of patterns with
MS (c.g. ordinary, collinear, and equidistant). Likewise,
the difference between 90 and 180° rotation might be
easy to explain, but why is the regularity in patterns with
RS much easier to detect when there is collinearity? In
the Result sections of the three experiments described
above, other findings could be identified which are
difficult or impossible to explain by the suggested
alternative mechanisms.

Furthermore, even if the alternative explanations
could be adapled to incorporate all results of a particular
experiment, they would remain only valid for one
particular kind of regularity. For example, we do not see
how the orientation histogram which might play a role
in Expt 2 with TS could underly the results in Expts 1
and 3 with MS and RS, respectively. We think the
strongest argument in favour of a mechanism based on
higher-order structure is that it fits with alf of the results
obtained in these experiments. To have one single expla-
nation for a diverse set of results is usually considered
much better than to have to refer to different mechan-
isms for each specific result. In the following paragraphs
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we will offer a more specific suggestion for a general
mechanism of regularity detection based on higher-order
structure. Finally, we will give additional indications of
the model's general validity by showing how the same
accoun! could explain some previously published results
from a wide variety of studies.

A model of regularity detection based on higher-order
structure

Given that the results show that lower-order structure
is insufficient to explain regularity detection, the
question arises as to why higher-order structure would
help. In defining the notions of lower- and higher-order
structure above, we already hinted at a possible mechan-
ism of regularity detection in which higher-order
structure was seen as enhancing the spread-out of local
correspondences across the global patiern by a process
called bootstrapping. In the Appendix, we treat these
principles somewhat more formally and we outline the
steps of a current implementation of them. Although we
are not yet fully satisfied with the implementation, we are
convinced of the psychological plausibility of the
principles themselves. We describe the model and its
implementation for illustrative purposes only, that is, to
give to reader a feeling of how regularity detection might
be based on higher-order structure. In a subsequent
section, we will also show some simulation results with
a remarkable equivalence to human regularity detection
and perceptual grouping.

The model consists of two basic components: first, a
function f that computes the goodness or salience of the
groupings. The task of perceptual grouping or regularity
detection can be formulated as an optimization problem
over the set of all possible interpretations [for a general
introduction 1o the use of minimization of energy func-
tionals in vision, see Poggio, Torre and Koch (1985)].
Since this set is quite large, an iterative approximation
algorithm is resorted to. This constitutes the second
basic component of our model. Several parameters in the
cost function take care that it will converge to a solution
more rapidly, if more higher-order structure is present
and more bootstrapping takes place.

The two essential terms of the functional, orientation
differences between two virtual lines and angular
differences between the smallest included angles between
two pairs of virtual lines, correspond with lower- and
higher-order structure, respectively. In order to avoid
being trapped in local minima, a stochastic method,
called simulated annealing, is used [for a good technical
iniroduction, see Aarts and Korst (1989); a more acces-
sible account is given by Hinton and Sejnowski (1986)]
as a technique to minimize the cost function.

To understand why this feature of the mechanism is
interesting from a psychological point of view, compare
it with the evolution in time of a spin-glass system. This
is a mode! used in statistical physics to study the global
magnetization characteristics of some materials in terms
of the local interactions between the outer electrons of
each atom, represented by a vector called spin (e.g.
Kirkpatrick, Gelatt & Vecchi, 1983). In the case here,
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with cach couple of dots that can be connected, a spin
is associaled with two possible states (signs): active {+ 1)
means that the connection is made, passive (— 1) denotes
that it is not made.

Furthermore, each spin has not only a state but also
a weight. The spins can have a range of values between
+ 1 and — 1 so that the probability that a spin changes
its sign can be proportional to its value. For the active,
positive spins representing the connections made, this
value is proportional to the resistance of the neighbour-
hood on the connection (represented in the first term in
the energy function), whereas for the passive, negative
spins, this value denotes the potential support of the
neighbourhood for this connection if it would be made
{represented in the second term in the energy function).
In other words, if a spin becomes active (i.e. a pairwise
grouping is made), the chance that another promising
spin {in terms of correlation quadrangles) will become
activated, as well as the chance that another less interest-
ing connection will be removed, increases proportionally
to the weight of the first one.

Suppose one has found the good quadrangle
(i, j Xk, !) by adding the line (i, /). If the quadrangle is
of a nonaccidental nature (i.c. the genuine result of the
regularity in the pattern), then (k,/} can serve as a
starting point for building additional quadrangles (see
Fig. 13). In this way, the grouping and regularity
detection spread out very easily. Moreover, it should be
noted that the chance of finding accidental higher-order
structure (i.e. quadrangles) is smaller than the chance of
finding accidental lower-order regularity (i.e. acciden-
tatly parallel virtual lines). In that way, eventually after
some misleading directions, the process can propagate
quickly in the right direction.

Finally, all this is regulated by a parameter so that in
the beginning {at high temperature) the spins change
their states rather arbitrarily, whereas gradually (with
decreasing temperature) each change depends more on
the orientation of the neighbours. A more formal treat-
ment of the model and its current implementation is
given in the Appendix.

Simulation results

So far, we tested some predictions derived from our
theory about the role of higher-order structure by exper-
iments on human regularity detection. Having an algor-
ithm implementing the model’s principles, allows a
second type of test by letting the algorithm try to detect
the regularity in the same patterns. The algorithm’s
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FIGURE 13. Bootstrapping. The correlation quadrangle formed
between (i, )k, /} suggests a direction in which to proceed.
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output (i.e. its indication of regularity) was a number of
connections found in the dot patterns, represented by
virtual lines. Because each of the different types of
regularities possesses at least 12 of these pairwise connec-
tions, the algorithin’s efficiency was expressed as a ralio
of the discovered versus the available ones. Because a
kind of categorical decision was needed (to compare it
with the observers’ Yes/Ne-answers), 8/12 was arbitrar-
ily selected as sufficient to answer positively, The rel-
evant data point for cach condition was then the number
of regular input patterns (i.e. 100, as with the human
subjects), correctly categorized as such on the basis of
the prefixed criterion.

We could have chosen other criteria, such as the
perceptual cost or lack of regularity of a grouping as
computed on the basis of the cost function above, or the
time it takes to minimize the functional. However, these
other measures are still more sensitive to the specific
model parameters which bear no relevance whatsoever
to the basic principles behind it (e.g. sequential instead
of parallel). In fact, the absolute efficiency of the algor-
ithm is, in this context, not as important as the relative
rank orderings of the different conditions. More specifi-
cally, we hope that these differences correspond with
those obtained for human perceivers. To enable this
comparison, the algorithm’s results will be plotted in the
same way. Only two sets of patterns have been tested
until now.

Multiple and skewed synnnetries. First, an attempt was
made to simulate the results obtained for the multiple
and skewed symmetries (see Wagemans ef al., 1991). A
brief summary of the psychophysical results was given
above (Fig. 3). The simulation results are shown in Fig,
14. As for human perceivers, the effect of skewing was
very disruptive for single symmetry, but gradually less so
for double and quadruple symmetry, Again, this is
interpreted as evidence for the role of higher-order
structure in the detection of this type of regularity.
Although skewing preserves lower-order paraltelism be-
tween virtual lines, it destroys higher-order correlation
quadrangles (i.e. symmetric trapezoids) in patterns with
single MS. In skewed double symmetry, a second type of
correlation quadrangles is available (i.e. parallelograms),
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FIGURE 14. Results of Simulation [ with multiple skewed symmetry,
to be compared with Fig. 3 for human perceivers,
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FIGURE 15. Results of Simulation 2 with TS, to be compared with
Fig. 8 for human perceivers.

whereas in skewed quadruple symmetry the bootstrap-
ping-facilitating  higher-order structures are siill
preserved,

Although the general agreement with the psychophysi-
cal data is quite good (i.e. the same rank ordering of
average performance levels), some minor differences
deserve some comment. First, for the zero skewing
angles, additional symmetry, which is very helpful for
human perceivers {e.g. Humphrey & Humphrey, 1989,
Palmer & Hemenway, 1978; Royer, 1981; Wagemans er
al., 1991}, apparently does not support the detection of
regularity by the algorithm (90, 91 and 57%, for one,
two and four axes of symmetry, respectively, to be
compared with o’ = 3.41, 4.60 and 5.09, respectively).
An obvious explanation might be a kind of ceiling effect,
which could have been avoided by using a more stringent
criterion for the categorical decision (e.g. 10/12). Casual
Lesting with different criteria showed, however, that ail
conditions yielded correspondingly lower or higher per-
formance levels, so that the relative diflferences were
preserved. Nevertheless, other performance measures,
such as the time it takes to optimize the cost function,
did show a difference between single, double, and
quadruple (unskewed) symmetry.

A second salient feature in the pattern of results
obtained with the algorithm is the rapid decrease in
detectability of single MS, even for the smallest skewing
angle. Haman regularity detection is more robust and
seems to tolerate larger orientation differences (see Fig.
4 and Wagemans ef al., 1991). Most probably, this larger
robustness (stressed previously by Barlow & Reeves,
1979) is enabled by the way in which orientations (and
orientation differences) are measured in our visual sys-
tem, that is, by populations of cells with more-or-less
narrowly tuned functions. In contrast, the algorithm
works with single exact values.

Translations. The 56 different sets of patterns with TS,
as defined by different variabilities on the translation
distances and four directions (see Expt 2), were used (o
test the grouping algorithm, In general, the results of
these simulations (see Fig. 15) are in close agreement
with the psychophysical ones (see¢ Figs 8 and 9).
Although the algorithm does not seem to be subject to
the same dramatic distance-variation effects as humans,
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one has to be careful to compare the different perform-
ance measures (% CRT vs ¢7). As lor human perceivers,
detection of TS becomes increasingly more difficult with
increasing {ranstation distance (i.e. 72, 61, 50 and 47%)
and increasing variation {i.e. 70, 54, 49, 40 and 41%).

A small but interesting difference between both data
sets is that the algorithm is less affected by larger
translation distances (e.g. 45) than human regularity
detection, at least when it is fixed throughout the pattern
(i.e. zero variation}. This result indicates that the for-
mation of virtual lines by the algorithm, even relatively
long ones, are probably less influenced by neighbouring
dots than we are. As suggested previously, the human
visual system is constrained to show serious disturbance
effects by spurious point-pairs in the focal surround (e.g.
Glass & Switkes, 1976; Jenkins, 1983b; Stevens, 1978).
Different choices of relevant neighbourhoods in the
algorithm could reduce this discrepancy. In fact, psycho-
physical data on neighbourhood issues are available with
respect to other grouping phenomena such as collinear-
ity or curvilinearity (e.g. Foster, 1979; Zucker & Davis,
1988) and are incorporated in algorithms designed to
detect them (e.g. Lowe & Binford, 1982; Smits & Vos,
1986; Smits, Vos & van Ocflelen, 1985).

Despite these minor differences, we are quite happy
with the qualitative equivalence between some psycho-
physical results and the simulation data. This shows that
the way we think higher-order structure helps is at least
a candidate mechanism to be considered for further
research.

An indication of the model’s generality

A further strong argument in favour of our approach
is that it is able to integrate findings about perceptual
processes that differ considerably at first sight. A closer
look, however, reveals that they are all concerned with
grouping, and, more specifically, the correspondence
problem that has to be solved in it. Considering evol-
utionary pressures, it seems quite natural that some
common mechanism exists to fulfill tasks that can be
traced back to the same kind of preattentive grouping
mechanism. Indeed, it would be very uneconomical to
have devoted modules for the detection of, for example,
symmetry in dot patterns, global structure in Glass or
vector patterns, and correspondence between two images
as in stereo or motion. That is the reason why we now
want to give a feeling of the model’s generality by
indicating some phenomena that can be captured by it.

Symmetry detection. Because the model was inspired
by our results on symmetry detection, only one ad-
ditional phenomenon taken from this area will be given
as an example of its integrative power. It was discovered
and further investigated by Palmer and Hemenway
(1978). As one of the kinds of symmetry, the detection
of which was tested in a reaction time paradigm, they
presented their subjects polygons with double or quadru-
ple symmetry, constructed by reflecting a basis pattern
not once, but twice or even four times. The fact that this
multiple symmetry was easier to detect is not surprising
[it has often been replicated since then {e.g. Humphrey
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& Humphrey, 1989; Royer, 1981). An additional
finding, however, was that the presence of an additional
symmetry about a H axis helped in the detection of
symmetry about a V axis. Palmer and Hemenway's
suggestion that this enhancement is caused by the better
Gestalt of the two pattern halves lo be compared, is
unsatisfactory because it introduces another factor 1o be
explained (why is it a better Gestalt?). Our model
exphicitly permits these kinds of interactions between
symmetries to take place.

In addition to the fact that the number of symmetric
trapezoids is much (two or four times) larger, some
virtual guadrangles are rectangles in double and quadru-
ple symmetry. Assuming that our visual system has a
special affinity for higher-order structural elements such
as symmetric {rapezoids and parallelograms, it is quite
natural to suppose that a quadrangle which is both at the
same {ime has a special status. Moreover, these special
correlation quadrangles allow the local reference frames
used in bootstrapping to be swapped, so that the spread-
out from local correspondences throughout the whole
pattern can be even more efficient.

Global structure in vector patterns. As with symmetry
detection, there are abundant data on the perception of
global structure in these types of patterns. Vector pai-
terns have been introduced to demonstrate the validity
of Hoffman's (1966) Lie Transformation Group model
of the Neuropsychology of Perception, LTG/NP for
short (Caelli & Dodwell, 1982, 1984; Dodwell & Caelli,
1985). These patterns consist of oriented line segments
positioned to suggest the tangent vectors on the orbits
created by the simple Lie operators {for a clear introduc-
tion to this terminelogy see Dodwell (1983)]. The basic
rationale behind these studies was to show that local
perturbations of the orientation and/or position of the
elements were harder to detect when the global structure
created by them was more salient {i.e. in agreement with
the basic Lie germs). More recently, Moraglia (1989)
showed that a horizontal line segment could be detected
preattentively (as suggested by the flat search functions)
when it was incorporated in a global vector pattern,
whereas il required serial, attentive scarch when it was
on the same circular position of an incoherent structure.

Although the set of results fits the general predictions
of LTG/NP quite well, there is nothing in the data that
is incongruent with our account presented here. For
example, a starwise or circular grouping of parallel or
tangential line segments is full of correlation quadrangles
(pairwise connecting the line segments at their endpoints
yields paraleliograms, wherecas connecting four line
segments at their midpoints gives rise to symmetric
trapezoids, see Fig. 16), which become gradually de-
stroyed by perturbing the local properties of the line
segments,

Correspondence in sterea. Working with random-dot
stereograms, Prazdny (1985) showed that human
perceivers can group dots belonging to the same depth
plane, even when two “transparent” random-dot planes
are simultancously present. This finding cannot be
explained by lower-order structure only, because all
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FIGURE 16. Two vector patterns together with their correlation quadrangles, For the starlike pattern in (A) as well as for
the circular pattern in (B), correlation quadrangles can be formed by connecting endpoints of (wo vectors or, at a coarser level,
by connecting mere positions of four line segments.

point pairs in the two depth planes are connected by
more or less horizontal (and thus paraliel) virtual dis-
parity lines. Separating the planes on the basis of
lower-order information alone is, therefore, impossible.
We suggest that higher-order groupings formed between
pairs of virtual lines belonging to the same depth plane
account for this perception of stereoscopic transparency.

Some indirect support for this explanation is provided
by more recent experimental work by Akerstrom and
Todd (1988). They attempted to facilitate the perception
of stereoscopic transparency by manipulating the simi-
larity of the corresponding elements with respect to
several attributes. Although this manipulation was suc-
cessful for some attributes (such as color), it did not
enhance stereoscopic transparency when corresponding
elements (i.e. line segments) were given the same orien-

tation. However, only two orientations were used and
they were mirror symmetric with respect to the symmetry
axis (i.e. +45°). Accidentally, these can give rise to
spurious correlation quadrangles between the wrong
elements (i.e. different depth planes). We suspect that
introducing similar line orientations for elements belong-
ing to the same depth plane would be heipful if they were
not mirror symmetric, so that no quadrangles of the
correlational type can be formed (see Fig. 17).
Correspondence in motion. A similar explanation could
also be offered for the nice results which were recently
obtained by Werkhoven, Snippe and Koenderink (1990)
on the effects of element orientation on apparent motion
perception. Essentially, their paradigm allowed to test
the degree of correspondence (as measured by the rela-
tive preference for one of two directions in an ambiguous
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FIGURE 17, A very simplified sketch of the explanation offered for stereoscopic transparency phenomena (Akerstrom & Todd,

1988). In (A), where two orthogonal line orientations are used to allow segregation of the planes, correct matches {in the second

row), as well as incorrect oncs (in the third row) can be formed on the basis of correlation quadrangles {paraliclograms vs

symmetric trapezoids, respectively). In {B), where two different but nonorthogonal line orientations are used, only the correct

correspondences can be established by higher-order grouping. In realistic displays, these properties hold only in statistical terms
of course.

apparent motion situation) between elements that were
oriented the same or differently. In two experiments, this
correspondence measure was a function of the angular
difference between the line orientation (4 180°) and the
motion direction (which is a kind of higher-order struc-
ture, see below): independent of whether the absolute
line orientations were the same or not (which constitutes
lower-order correspondence), the motion direction was
preferred that was as orthogonal as possible to the fine
orientation. When the absolute line orientations were
different in the horizontal motion direction, this corre-
spondence was nevertheless chosen if the higher-order
grouping was giving rise to strong symmetric trapezoids
(i.e. with a small difference between the four angles).
Likewise, the vertical correspondence between similar
line orientations was preferred if the higher-order group-
ing was giving rise to strong parallelograms (see Fig. 18).

CONCLUSION

In this paper, we presented experimental data showing
the insufficiency of lower-order structure to explain

regularity detection. We suggested that a global regu-
larity is detected more easily if local pairwise groupings
(represented by virtual lines) are supported by higher-
order ones formed between them (represented by corre-
lation quadrangles). These enable the lower-order
groupings to spread out across the whole pattern very
rapidly (called bootstrapping). As a preliminary attempt
to specify these principles, we proposed a working model
with two basic components: first, a function expressing
the cost of a perceptual grouping or the lack of regu-
larity, and, secondly, an algorithm based on simulated
annealing to minimize the cost function, The simulation
results obtained with our current implementation of
these principles showed satisfying qualitative agreement
with human regularity detection performance. Finally,
the theory was shown to capture the essence of a large
number of grouping phenomena taken from diverse
domains such as detection of symmetry in dot patterns,
global structure in Glass and vector patterns, correspon-
dence in stereoscopic (ransparency and apparent
motion. Therefore, we are convinced that, in principle,
the mechanism used by the human visual system to
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FIGURE 18. A sketch of the explanation offered for apparent motion phenomena {Werkhoven ef af., 1990). In (A) with same

orientation segments as well as in {B) with different orientation ones, a small angle (1) favours a vertical motion and a large

angle (3) a horizontal one in displays where motion direclion is ambiguous (thick solid lines indicate elements at frame ¢, dotted

ones at ¢ + I; thin solid lines represent the correlation quadrangles that can be formed). At intermediate angles (2), ambiguity
is maximal. The suggestion is that it all depends on the strength of the correlation guadrangtes that can be made.

detect regularity incorporates something like bootstrap-
ping based on higher-order structure. We regard this as
a promising step towards unraveling the intriguing
mechanisms of classic Gestalt phenomena,
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APPENDIX

Whereas an intuitive feeling of our model of regularity detection was
given above, we now provide more formal detatls with respect to its
two components, the cost function and the optimization method. As
indicated previously, we see this version of our model as only one of
the possibilities, which still have to be evaluated on the basis of further
research.

Cost function

Given a random-dot pattern with dots {i, /. & ... }, cach grouping
x is represented as a set of virtual lines V. Each virtual line is
determined by its endpoints {{i,, /)L {ix ) ... }. With the convention
that a high value of () corresponds with a bad grouping (hience, cost
Function), i is defined as:
Sx) = Z (explig ,, ~ Pu.nl) ~ 1) “% (explgy pe.n) - 1

+ 3 explg(i)).
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The three terms have the folfowing meaning. The first term expresses
the degree of parallelism of the virtual lines in x {i.e. lower-order
structuee). [y , — by} represents the orientation difference as the
absolute value of the smallest included angle between the virtual line
(i.j) and (k,!). The second term reflects the higher-order structure
dependent on the lower-order one between the virtual lines (i, j) and
(k.0). Together, these lines form a quadrangle.

(G jnanp) 18 defined as (1 1, — P b1 4 G 1)

The weighting factor # is proportional to the quality of the correspond-
ing quadrangle: it is maximal when the absolute value of the difference
of the smailest included angles determined by the lines {f, f }{i, &) and
i, /)4, 1) (and vice versr) is minimal. One sums over all quadrangles
(i, j} with & respectively [ being a neighbour of [ respectively /. By
definition, the set of neighbours of a dot are the « nearest dots (= is
a constant). For each virtual line, one always assures that at least one
quadrangle from each corresponding half piane is considered. This set
of quadrangles is denoted by Q.

For both tower- and higher-order terms only restricted neighboue-
hoods of virtual lines are taken into account. In addition to increasing
the algorithm’s eficiency, this has a ¢learcut psychotogical underpin-
ning (c.g. Barlow & Reeves, 1979; Jenkins, 1982; Julesz, 1971). Note,
however, that the summation sets for lower- and higher-order structure
differ. This reftects a different scope of influence: the lower-order
interaction of two virtual lines is weakened as the distance between
them increases, whereas the higher-order influence is strong when not
too many points disturb the considered quadrangle. Both distance and
density have been used to define neighbourhoods in previous models
(for examples of the lormer, see Smits & Vos, 1986; Smils et af,, 1985;
for examples of the latter, see Lowe & Binford, 1982; Stevens, 1978;
Zucker & Davis, [988). However, common to ali Lhese models is that
they are restricted to lower-order regularity.

The last term imposes conlinuity restrictions on all virtual lines » (il
any) that have a given endpoint i in common. At the same time, it
penalizes for the presence of points not contributing to any virtual line
(isolated clements reduce the saliency of the grouping or regularity).

Optimization wmethod

It penerates iteratively a sequence of approximalions x,, which are
realizations of a Markov chain converging as ¢ goes to infinity to a
probability distribution having non-zero values al optima of f{ ) only.
The basic mechanism is the following. (1) Given x, generale a
candidate p for x,,, by deleting or adding one virtual line. (2) If
JOny < flx), take x,, =y, otherwise, accept the change with prob-

ability
(f ) =1 (J'))
~expl ———— .
T,

7, 15 & decreasing sequence to 0, usually referred to as the temperaiure
The general outline of the algorithm is as follows:

determine Ty;
determine xg;
WHILE not-good-enough DO
WHILE equilibrium-not-reached DO
given x,, generate a candidate p for x,, | by deleting
or adding a line;
i f(y) <fix) take v, =,
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clse, accept the change with probability NCXP(M)

END,; f
calculate T,
END.

At the beginning (when T is high), the spins (virtual lines, cortical
cells) change their states rather arbitrarily, As T decreases, cach change
of a spin depends gradually more on the orientation of the neighbours,
Because of the form of the cost function, the computation
AFQ = f{x) — f{y) requires only information about the neighbouring
lines, In other words, exp{~f(x}/T}, that is, the equilibrivm distri-
bution of the Markov chain generated by the inner loop, is & Markov
Random Ficld (e.g. Poggio ot al., 1985). This would allow a large
degree of paratlelism in the computations to be carried out. Although
this seems naural to enhance both the computational efficiency and
the psychelogical plausibility, the current implenmentation is purely
sequential {an implementation on transputers is in progress).

Parameter choices

Generation step. The usual mechanism, that is, generate x, ., from
the uniform distribution over the neighbours of x|, is much less efficient
than it can be by considering the enormous possibility of bootstrap-
ping. Therefore, a guantity «,, ,, is associated with each possible virtual
line;

L {exp(ldyy— Pt —1) (i j)ex

all lines

— I (explgg ) — 1} otherwise.
quetdr.

in summary, the generation step incorporating these characteristics
becomes:

(1} With probability P: proposc a virtual line, chosen from the set
of interesting connections with a probability proportional to ay ).

(2) With probability ¢: delete a virtual line, chosen from the set on
uninleresting connections in x with a probabiiity proportional to
gy

(3) Otherwise (i.e. with probability | — P — Q) select a point
randomly and try to find a closest neighbour in a region centred
around it as defined by two random corners {i.c. one between 0 and
2, and the other between /8 and r/4),

Equilibritnn-not-reached criterion. The inner loop is terminated after
a fixed number of steps. The present implementation does not seem to
require an accurate determination whether or not the equilibrivm is
reached,

Decreasing the temperature. The current implementation used
T, =09 T, However, it oftien turns out that in dot patterns with a
salient global structure such as BS, the global minimum of f{ ) is much
smaller than the local minima. In these cases, it would be useful {0
decrease the temperature dramatically after the detection of a sudden
jump of the cost function (e.g. T,, = 0.1 T,}. It remains to be seen
how the algorithm would behave if this kind of variability in the
decrease of the temperature would be incorporated.

Not-good-enough criterion and determination of T, The former is
true as long as the percentage of accepted changes during a cycle of
the inner loop is lower than the square rool of the number ol dots. The
Tatter is determined in such a way as to get at least one chain at fixed
temperature where the ratio of the accepted vs rejected moves is > 0.5,
More work would be needed to enhance the psychological plausibility
of these criteria.




