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Chapter �

Introduction and survey

�There is� however� a much larger sense in which
changes in knowledge are causing or contributing to enormous power shifts�

The most important economic development of our lifetime has been the rise of
a new system for creating wealth based no longer on muscle but on mind�
Labor in the advanced economy consists of people acting on information

and information acting on people�
�excerpted from Power Shift� A� To�er� ����� pp ���

In this Chapter� we present a general overview of the scienti�c contributions of this
memorandum� which are concentrated around a new powerful generation of algorithms
for system identi�cation �called subspace algorithms� on the one hand� and their inte�
gration in a Graphical User Interface on the other hand�

More speci�cally� the research on system identi�cation� model�based control and imple�
mentations into graphical user interfaces� when applied to real industrial processes and
systems� will potentially result in products and production strategies that are cleaner�
safer and faster� are more user and cost e�cient� allow for just�in�time and �zero�defect�
production� have narrower tolerances� are more �exible and responsive to user�s speci	�
cations� have an improved performance� etc � � � �
The crucial new ingredient here is that systems can be optimized when a model is
available� Modeling allows to incorporate and exploit a priori information� ultimately
leading to improved performance� In combination with a user friendly tool such as the
Graphical User Interface we will discuss below� it allows to implement Rapid Prototyp�
ing Methodologies� either on a real life prototype plant or within a virtual engineering
setting� in which the real plant is replaced by a�n� �approximate� model�






� Chapter � Introduction and survey

This Chapter is organized as follows� In Section ���� we �rst give a general chapter�by�
chapter overview of the global text� while in Section ���� we situate the main results
of this work in the wider context of the socio�economic reality� both in Europe and the
World� which is further elaborated on in Section ���� In Section ��	�� we formulate the
main conclusions� Acknowledgments can be found in Section ��
�

��� A quick glance through this text

While in this Chapter we describe the main guidelines and the wider context of our work�
in the Chapters to come we describe in some more detail the scienti�c and technical
results and contributions� The di�erent Chapters can be read quite independently from
one another� in the sense that they basically treat the same problem but each time
from a di�erent point of view� Scienti�c �Chapter ��� Software�Technical �Chapter ��
or Applied�Industrial �Chapter 	��


 In Chapter �� we concentrate on the major scienti	c contributions� which are all
within the development of a new powerful breed of algorithms for system identi�
�cation of multivariable systems� These algorithms� called N�SID �� are based
upon recently developed insights within the disciplines of system theory and nu�
merical linear algebra and we will discuss �in terms that are not too mathematical�
the main original contributions�


 In Chapter �� we present a direct software�technical spin�o
 of the scienti�c insights
of the previous Chapter� Here� we discuss our development of a software Toolbox
for System Identi�cation� named ISID II� which is based upon a user friendly
Graphical User Interface� The net result is an easy�to�use package� which never�
theless is very powerful for producing mathematical models of complex industrial
processes�


 The application of aforementioned insights for rapid prototyping within an industrial
context is the subject of Chapter 	� Here we show how the combination of the
powerful mathematical insights of Chapter �� together with the user�friendly GUI
of Chapter �� allows a control�system design engineer to produce any model�based
controller within a couple of hours� The system we analyze here is a glass�tube
manufacturing process for which a model�based multivariable minimum�variance
controller is designed�

�Read as a Californian license plate� Enforce it� Acronym stands forNumerical algorithms for State
Space Subspace System Identi�cation�



��� About this work and its context �

��� About this work and its context

After the microelectronics and integrated circuits era began in the late �fties� a phenom�
enal technology progress led to a spectacular and unprecedented evolution beyond all
expectations� Microelectronics is now crucial to all information technology industries�
such as the computer� consumer and communications industries� The steady decrease
in integrated circuit cost per transistor has brought a stream of products to the market
previously impossible to manufacture in a cost�e�ective way� if at all�
Information processing system designers now have the disposal of fast and inexpensive
computers or signal processors� leading to an explosion of applications in� e�g�� digital
signal processing applications in telecommunications� video and audio� radar and sonar�
process control and automation�
Microelectronics is a challenging� but at the same time a very predictable technology�
The available computing power is still steadily increasing� roughly doubling every two
years� With the advent of multi�processor systems this increase is even more dramatic�
The message is that in the future� systems designers will not have to worry so much
about the available computing power� The question is� rather� whether it will be possi�
ble at all to take full pro�t from this evolution� as there is usually no point in solving
the same problems at a speed which is doubled every two years�

The observation to be made in this proposal is that the most signi�cant break�through
can be achieved if we are prepared to drastically re�think our information processing
problems� solutions and systems� Spurred by the signi�cant advances in computer tech�
nology� information system research is to be directed towards developing novel intelligent
information processing systems� Here �intelligent� refers to the use of advanced mathe�
matical computations�

Following similar tendencies as described above� the last two decades or so� research
and education in electrical engineering is no longer con�ned to what could be consid�
ered the classical �eld of electricity� electronics or power engineering�
Throughout the world� electrical engineering departments have broadened their scope
and have diversi�ed their interests to start up research in image processing and en�
hancement� algorithms� telecommunications� signal processing� control theory� neural
networks� arti�cial intelligence� fuzzy logic etc � � ���

The present proposal is an excellent illustration of these new directions and evolutions�
Two major developments are married into one powerful result� which is a Graphical User
Interface Toolbox for System Identi�cation� The two basic ingredients are illustrated in

�This is not only re�ected in the research subjects of the Electrical Engineering Departments world�
wide� but also in the courses that are taught by the sta� of these departments� As an example� the
basic courses in Linear Algebra in many places are given by people from EE Departments� despite the
fact that this is a highly mathematical subject�



 Chapter � Introduction and survey

Figure ����

(algorithms)
GUI N4SID

ISID II

Figure ��� The main results of our work consist of � blocks� Scienti�c
research for powerful identi�cation algorithms �N�SID�� development of a
Graphical User Interface �GUI�� and the combination of the two to allow
for Rapid Prototyping Design of model�based control of industrial processes	
The �nal result is the GUI based software toolbox ISID II	 N�SID is de�
scribed in Chapter 
� general ideas about GUIs and the Identi�cation Toolbox
ISID II are the subject of Chapter �� while in Chapter � we describe a case
study of rapid prototyping	

N�SID algorithms� � It turns out that for model�based control of many industrial
processes� linear dynamic models provide a useful approach to model the system
from experimental input�output measurements� The N�SID algorithms �Numer�
ical Algorithms for Subspace State Space System Identi�cation� which we have
been developing in a series of publications ��
� ���� ���� ��� ���� ���� ���� ���� �

�
�
�� ���� ���� ��	� ��
� ���� ���� ��� ���� ��� ��� ��� ��� �	� turn out to be pow�
erful alternatives for the �classical� identi�cation algorithms that were the subject
of intensive research in the ��s and �s�
Among many others� an important conceptual idea behind theN�SID algorithms
is to re�emphasize the concept of state within the system identi�cation commu�
nity� Trivial as this may seem� in system identi�cation the relevance of the state
of a system has been largely ignored� despite the fact that in control theory� the
insight that state feedback is crucial has been around since the beginning of the
sixties� for both linear and nonlinear systems�
N�SID algorithms �rst estimate�calculate the state �sequence�� while next the
�state space� model is determined� This is in sharp contrast with �classical� algo�
rithms where �rst a model is computed and only after that� when it is needed� the
state �e�g� via a Kalman �lter�����
Several other properties and advantages of N�SID that are highly relevant for
practical applications will be discussed in this proposal�

�Pronounce as a Californian License Plate� Enforce it�
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The Graphical User Interface �GUI� ISID II� The GUI we have been designing
and implementing �see references ��� ���� contains� besides the N�SID framework
that we have developed ourselves� a whole breed of other functionalities� including
preprocessing techniques� other identi�cation algorithms and validation and plot�
ting tools� One of our main features is a so�called Chain Window� in which the
user gets an excellent overview of what she � is or has been is doing� Depending
on the problem� there is also the opportunity to zoom in in less or more detail
on one of the sub�functionalities� As we will describe in Chapter �� GUI driven
toolboxes belong to a third software generation� which has several bene�ts�


 First of all� the user can tackle much more serious problems because she is
releaved from programming subtleties �almost all of the interaction with the
software happens via the mouse buttons��


 This implies that bookkeeping of tasks� models� data sets and interconnections�
becomes relatively straightforward�


 Next� there is quite some user guidance by the GUI in terms of options and
defaults that can be chosen�


 Finally� GUIs are user friendly and one can learn to work with them in a
couple of minutes� without the necessity of going through thick manuals
�help functionalities are provided everywhere��

As a matter of fact� the GUI ISID II that we have been developing within Xmath��
is one of the �rst GUIs to be implemented within the system identi�cation com�
munity� We will come back to this development in Chapter ��

The synergetic combination of these two elements has resulted in a powerful software
toolbox� which is not only user friendly because of the extreme care by which the GUI
was conceived and implemented but also because of the extreme elegance and power of
the recently developed N�SID algorithms�

In this work� we show how complicated but extremely useful mathematical developments
can be implemented in such a way that the potential user can successfully bene�t from
them without being bothered about the sometimes di�cult �ne mathematical detail�
In this way� the powerful yet often unknown capabilities of �engineering� mathematics
come within reach of the industrial control engineer� who plans to develop model�based
control strategies for her plant at hand� but for several reasons cannot spend days�

�To quote Roger Penrose in The emperor�s new mind 	Vintage� London� 
���� pp��� �There is an

inevitable problem in deciding whether to use the pronoun �he� or �she� where� of course� no implication

with respect to gender is intended���� Accordingly� when referring to some abstract person� we shall
henceforth use �she� simply to mean the phrase �she or he� 	���and to make a point� especially within
this technical environment��� ����

�Xmath is a trademark of Integrated Systems Inc�� Santa Clara� California� USA�
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weeks or months learning about and struggling to understand detailed �and sometimes
di�cult� mathematics�

It goes without saying that the approach in this proposal� to marry engineering math�
ematics with graphical user interfaces� can be applied mutatis mutandis to many other
mathematical environments �such as Computer Aided Control System Design �CACSD��
Operations Research and Production Planning� Computer Integrated Manufacturing�
etc� � � �

��� Why should we care about intelligent software�

Before we dive into the technicalities of this work� we would like to situate it into a
wider context� Indeed� the growing diversi�cation of the world of electronics is not only
re�ected in research and education �see above�� but� maybe more importantly� it is a
general trend in Europe and the World� We only present two �gures to illustrate this
observation �� From these �gures� it is clear that the future of Europe is no longer
concentrated in the classical production sectors of the Third Industrial Revolution� In�
formation technology has by now become one of the biggest sectors of the European
economy and it is expected to become the largest by the end of the decade�
If we want to survive as one of the leading economical associations in the world� we
should invest time� energy and money in our intelligence and creativity� Only in this
way� we can maintain an economic growth which is badly needed from a socio�economic
perspective and which in many ways is the best strategy to maintain a competitive
position relative to the South�East Asian Tigers� Japan and the US ��

The present work is a modest contribution to this larger program�

��� Conclusions

The essential contributions of our work� split up in scienti�c� technical and applied ones�
are summarized in Figure ��	�

�These �gures are borrowed and translated from Investeren in de toekomst� Elektronika� Centraal

in een vernieuwd industrie� en technologiebeleid� 	Fabrimetal� Vlaamse Gewest� IMEC� 
����
�A recent resolution of the European Parliament 	January 
���� proposed by the commission on

Economical and Monetarian A�airs and Industrial Policy� con�rms the threat of an increasing depen�
dency of the European electronics business from that of the US and Japan� The resolution proposes to
strengthen the technological and �nancial basis of the European industry�
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Figure ��� Prediction of the growth of some Western European Economical
Sectors	 Clearly� the classical heavy industrial activities are on the decline�
in favor of the �eld of Information Technology	 At present� Europe is under�
going a major shift from classical industrial activities towards �postmodern�
computer and telecommunications applications	

��� Acknowledgments

We�re standing on the shoulders of giants���

This work would have been impossible without the wise advise of and many stimulating
interactions with people from all over the world� We would like to thank Professors
Gene Golub� Thomas Kailath� Robert Kosut and Stephen Boyd� all from Stanford
University �California� for the many occasions at which we were their guests� That
a real company is something completely di�erent from our protected universitarian
environment� was taught to us convincingly by Henk Aling and Alexandra Schmidt
from Integrated Systems Incorporated� Santa Clara� California� Professor Lennart Ljung
from Link�oping University and professors Anders Lindquist� Bj�orn Ottersten and Bo
Wahlberg �Royal Institute of Technology� Stockholm� have shared with us lots of ideas
and suggestions� many of which still need to be worked out� Professors Jan Maciejowski
�Cambridge University� UK� and Michel Gevers �UCL� Belgium� have contributed a lot
in creating a stimulating European Research Network on System Identi�cation�
Last but not least� we would like to thank all our colleagues and friends in the Electrical



�� Chapter � Introduction and survey

Passive 

Active 
9%

7%

5%

CIM

Components

Components

Consumer

Electronics

Electronics

Profeesional

(software, services)

Data Manipulation

(hardware)

Data Manipulation

Com.

Tele-

Measurement Office

9%

9%

10%

18%

23%

5%

Medical
Electronics

3% 2%

Worldwide turnover : 1.013 billion US $

Electronics Business - 1992

Figure ��� The Electronics Business Worldwide	 It is obvious that what is
commonly called Information Technology occupies a most prominent place	
The work that is proposed here is mainly related to Computer Integrated
Manufacturing and Data Manipulation �software�	

Engineering Department of the Katholieke Universiteit Leuven�



��
 Acknowledgments ��

...

     model

Mathematical

model based control
processing

applications:

 signal processing

model based optimization
systems

Rationale 1

Rationale 3

model based monitoring &
information

Identification 

N4SIDstatistics

system theory

physical laws

sensors &

measurements

Rationale 2

linear algebra

Graphical User

Interfaces

better insight

numerical analysis

Model Based Approach

This work

Optimization of

performance

robustness

energy savings

security

productivity

disturbance

    rejection

high resolution

accuracy

speed

...

Figure ��� An overview of the dierent rationales of the work presented
here	 The main contributions are inside the dotted vertical lines	 What is
outside these lines� is important but will not be treated here in detail	 We
do not talk about the mathematical prerequisites and ongoing research in
mathematical engineering� nor about the way experimental data are to be
acquired to build our mathematical models	 We also don�t speak about the
overall global integration to physically build information processing systems	
The three main contributions of our work are�
�� Scienti�c� �Chapter 
� The discovery and development of new algorithms
for multivariable system identi�cation �N�SID�	 This ideal is driven by the
fact that mathematical models are essential in designing better information
processing systems� of which model�based controllers are but one special case	
�� Software	technical� �Chapter �� The implementation of the Toolbox
ISID II which is based on a Graphical User Interface	
�� Applied	Industrial� �Chapter �� The validation of both the scienti�c
insights and the software aspects within an industrial environment� clearly
demonstrating that rapid prototyping now comes within reach of the control�
system design engineer	
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Mathematical models and

system identi�cation

The development of Subspace Methods
is the most exciting thing

that has happened to system identi	cation
the last � years or so����

Professor Lennart Ljung from Link�oping� Sweden
at the SCIENCE�ERNSI workshop
Louvain�la�Neuve� October �� �����

In this Chapter� we treat the main scienti	c contributions of our work� In Section �����
we �rst give a short but for our purposes su�cient motivation of the rationales be�
hind model�based control system design� which is our main motivation to deal with the
multivariable system identi�cation problem� In Section ����� we discuss in some more
detail the main contributions which make that our N�SID algorithms are excellent
tools to work with in an industrial environment� We also provide some historical back�
ground and compare our achievements to previously existing approaches to �nd black
box mathematical models of systems� Concluding remarks can be found in Section ����

��� Models of systems and system identi�cation

A dynamic system can conceptually be described as in Figure ���� which covers almost
all physical� economical� biological� industrial� etc � � � systems� One could distinguish
between mental� intuitive or verbal models� or graphically oriented approaches such as
graphs and tables� but we will mainly be interested in mathematical models� Such mod�
els are described as di�erential �continuous time� or di�erence �discrete time� equations�

�
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�

�

System �

uk

vk

yk

Figure ��� A dynamic system with deterministic inputs uk� outputs yk
and disturbances vk �see below�	 All arrows represent vector signals and
k is the discrete time index	 The user can control uk but not vk	 In some
applications� either uk� vk or wk can be missing	 The measured output signals
provide useful information about the unknown system	

They describe the dynamic behavior of a system as a function of time� Mathematical
models exist in all scienti�c disciplines� and� as a matter of fact� form the heart of
scienti�c research itself� They are used for simulation� operator training� analysis� mon�
itoring� fault detection� prediction� optimization� control system designs� quality control�
etc� Most typically� models are highly useful in those situations in which experimenting
with the real system is too expensive� too dangerous� too di�cult or merely impossible�
Last but not least� mathematical models are used for control and feedback� which� by
the way� is one of the major engineering inventions�
The underlying motivation of our work is the claim that model�based solutions are
superior in performance and robustness compared to plain heuristic approaches� This
fundamental insight is not new� and has been at the heart of modern control theory
ever since the path breaking work of Kalman at the beginning of the sixties�
We will however not go further into detail on how a controller needs to be designed� once
there is a mathematical model� For this� there is a huge amount of scienti�c literature
and even today� the topic is an active �eld of research� What is of interest to us here� is
how such a mathematical model can be obtained� Surprisingly enough� this question has
been neglected for a long time� even if all the work on control system design explicitly
assumes that there is a model available� It is only the last decade or so that modeling of
industrial processes has become a serious mathematical engineering discipline� in which
we hope to have made some important contributions�

Basically� there are two main roads to construct a mathematical model of a dynamic
system� Physicists will be interested in models �physical laws� that carefully explain
the underlying essential mechanisms of observed phenomena and that are not falsi	ed
by the available experiments� The necessary mathematical equipment is that of par�
tial di
erential equations� This is the analytic approach� which rigorously develops the
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model from 	rst principles�
For engineers however� this framework is often much too involved to be really useful�
The reason is that engineers are not really interested in the exact model as such� but
more in the potential engineering applications of models� In this perspective� a mathe�
matical model is only one step in the global design of a system� The quality of a model
is dictated by the ultimate goal it serves� Model uncertainty is allowed as long as the
robustness of the overall system is ensured� Engineers �in contrast with mathemati�
cal physicists� are prepared to trade�o
 model complexity versus accuracy� A complex
model will lead to a complex design� while a simplistic model will deteriorate overall
performance and robustness of the �nal implementation� As an example� the best model
for simulation �for instance a set of partial di�erential equations which accurately mod�
els the system�s behavior� is not the best one for control� because� as a generic property
of control system design� the complexity of the controller and the degree of di�culty as�
sociated with its implementation� are proportional to the model complexity� Therefore
engineers will typically use system identi	cation techniques to build their models� This
is the �eld of modeling dynamical systems from experimental data� Experiments are
performed on a system� a certain parameterized model class is prede�ned by the user
and suitable numerical values are assigned to the parameters so as to �t as as closely as
possible the recorded data� In this sense� system identi�cation is the dynamic extension
of curve �tting� Finally there is a validation step� in which the model is tried out on
experimental data which were not used in the system identi�cation experiment�

In Chapter 	� we describe an industrial process which perfectly illustrates the funda�
mentally di�erent point of view between the two modeling approaches� The glass�tube
manufacturing process described there could in principle be characterized completely
using the laws of physics �in this case the laws that govern the behavior of solidifying
glass�� But� not only would this be a formidable task �if practically possible at all�� but
even if there was such a model� it would be impossible to derive an appropriate control
action to regulate the system� because of the complexity of the model� However� in
Chapter 	� it will be shown how a relatively simple state space model� obtained by the
mathematical methods described in this Chapter and the Graphical User Interface of
the next Chapter� allows for the design of a high quality minimum variance controller�
The message is that system identi�cation however provides a meaningful engineering
alternative to physical modeling� Compared to models obtained from physics� system
identi�cation models have a limited validity and working range and in some cases have
no direct physical meaning� But� they are relatively easy to obtain and use and even
more importantly� these models are simple enough to make model�based control system
design mathematically �and also practically� tractable� Of course� there are still prob�
lems such as the choice of an appropriate model structure� the fact that many systems
are time�varying and often largely underestimated measurement problems �appropriate
sensors� sampling times� �lters� outlier detection� etc� � � ��
Let us conclude this section by saying that system identi�cation� being a typical engi�
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neering discipline� borrows many of its concepts and techniques fromother mathematical
and engineering �elds �as was already suggested in Figure ��	�� such as optimization�
numerical analysis� linear algebra� complex function theory� statistics� sensors and phys�
ical devices� experimental design� software engineering� etc � � �and therefore is in many
respects an interdisciplinary activity�

��� N�SID	 A new generation of system identi�ca


tion algorithms

This section contains the central results of this Chapter� First of all� in Subsec�
tion ������� we describe the central importance of state space models� which is the
type of models that�s being delivered by N�SID� The acronym N�SID� stands for
Numerical algorithms for Subspace State Space System Identi	cation and we�ll explain
this mouthful of words in Subsection ������ In Subsection ������ we highlight the main
innovations of our new algorithms with respect to existing �classical� approaches� Sub�
section ����	 illustrates the understatement that we are standing on the shoulders of
giants���� in the sense that some of the concepts we use in our algorithms are more than
��� years old �besides more modern ones of course��� In Subsection ����
� we summarize
the main ongoing research activities�

����� State space models are good engineering models

It goes without saying that there is an in�nite collection of mathematical models� In our
work� we have restricted ourselves to discrete time� linear� time�invariant� state space
models� From the number of epitheta used� this might seem like a highly restricted class
of models �especially the fact they�re linear�� but� surprisingly enough� many industrial
processes can be described very accurately by this type of models�
Moreover� by now� the number of control system design tools that are available to build
a controller based on this type of models� is almost without bound� Especially for this
reason� this model class is a very interesting one�
Mathematically� these models are described by the following set of di�erence equations��

xk�� � Axk � Buk �wk �����

yk � Cxk �Duk � vk �����

with

E�

�
wp

vp

��
wt
q vtq

�
� �

�
Qs Ss
Sts Rs

�
�pq � � �����

In this model� we have

�Pronounce as a Californian license plate� Enforce it�
�
E denotes the expected value operator and �pq the Kronecker delta�
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 vectors� The vectors uk � R
m�� and yk � R

l�� are the measurements at time
instant k of respectively the m inputs and l outputs of the process� The vec�
tor xk is the state vector of the process at discrete time instant k and contains
the numerical values of n states� These states do not necessarily have a direct
physical interpretation but they have a conceptual relevance� Of course� if the
system states would have some physical meaning� one could always �nd a simi�
larity transformation of the state space model to convert the states to physically
meaningful ones� vk � Rl�� and wk � R

m�� are unmeasurable vector signals� It
is assumed that they are normally distributed� zero mean� stationary white noise
vector sequences�


 matrices� A � Rn�n is called the system matrix� It describes the dynamics of the
system �as completely characterized by its eigenvalues�� B � Rn�m is the input
matrix which represents the linear transformation by which the deterministic in�
puts in�uence the next state� C � Rl�n is the output matrix which describes how
the internal state is transferred to the outside world in the measurements yk� The
term with the matrix D is called the direct feedthrough term� In continuous time
systems this term is most often �� which is not the case in discrete time systems
due to the sampling ��
The matrices Qs � R

n�n� Ss � Rn�l and Rs � R
l�l are the covariance matrices

of the noise sequence wk and vk�

A graphical representation of the system can be found in Figure ����

Let us comment in some detail why it is often a good idea to try to �t experimen�
tal �industrial� process data to the model just described�


 First of all� for multiple�input� multiple output systems� the state space representa�
tion is the only model that is convenient to work with in computer aided control
system design �CACSD�� Most optimal controllers can be e�ectively computed in
terms of the state space model� while for other system representations �such as
e�g� matrix fractional forms� the calculations are not so elegant�


 Observe that we have collected all dynamics in one matrix A� that is to say that
the eigenvalues of the matrix A will describe all the dynamical modes that have
been measured� whether they come from the real system� from stochastic dynamic
disturbances� from measurement sensors or the dynamics of the input actuators�
This is quite unusual as compared to approaches that are described in the litera�
ture� in which one always carefully distinguishes between e�g� deterministic models
�such as models for the �real� system and sensor and actuator dynamics� and noise
models for stochastic disturbances �as is for instance the case in the Box�Jenkins

�There are additional technical assumptions on the matrices A� B� C� Qs� Ss� Rs in terms of con�
trollability and observability� but we won�t go into too much technical detail in this presentation�
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� B � i� � � � C � i� �

�

D�

�A

�

uk

wk

xk�� xk

vk

yk

Figure ��� This picture is the same as the one in Figure 
	�	 But here� we
have restricted ourselves to �nite dimensional linear time invariant systems
to be identi�ed	 The vector signals uk and yk are available �measured� while
vk� wk are unknown disturbances	 The symbol � represents a delay	 Note the
inherent feedback via the matrix A �which represents the dynamics�	 Sensor
or actuator dynamics are completely contained in A too	 It is assumed that
uk is available without measurement noise	

approach ������ The point here is that more often than not� we don�t care about
the precise origin of the dynamic modes� since� if they are important� they will
certainly in�uence the controller action� independent of their origin� There is a
modern trend in CACSD to de�ne what is called a standard plant �see e�g� ������
which contains the model of all disturbances� all sensors and the system model in
one general state space description� which exactly corresponds to the model we
will use�


 The assumption that the noise sequences vk and wk are Gaussian is quite natural
for many applications� due to the central limit theorem �which here acts as an
important engineering simpli�cation�� Of course� it can not always be made un�
criticaly� Nevertheless� the approximation is often very satisfactory�
Measurement noise �which is ubiquitous in industrial environments� is included
in the stochastic white noise sequence vk� while it is assumed that the input is
applied to the system without distortion �in other words� we do not assume that
the sequence uk is corrupted by noise��


 A crucial question is of course why linearity would apply to everyday processes� since
we all know that most phenomena are intrinsically non�linear� One reason is the
experience that many industrial processes are really well approximated by linear



��� N�SID� A new generation of system identi�cation algorithms ��

�nite dimensional systems and that sometimes� complex behavior can be captured
by choosing the order n high enough� In order to cope with non�linearities� two
measures are possible� Either the non�linearity is dealt with by identifying a time�
varying system using a recursive updating of the model� This corresponds to a
local linearization of the nonlinear system� A second possibility is provided by the
observation that �mild� nonlinearities do not matter as they can be incorporated
in the control design �robustness for dynamic uncertainties�� Moreover� it is well
known that a controller e�ectively linearizes the behavior of a system around a
working point� Finally� we recall that the design of a controller is relatively easy
for linear �nite dimensional systems� As a matter of fact� this is the only class
of systems for which CACSD is actually tractable in full generality and for which
there is a complete rigorous theory available�

We are now ready to state the main mathematical problem of this memorandum�
Given input and output measurements u�� � � � � uN and y�� � � � � yN � �N ����
Find an appropriate order n and the matrices A�B�C�D�Qs� Rs� Ss�

����� How do N�SID algorithms work �

The goal of this subsection is to provide a verbal description of the main principles on
which N�SID algorithms are based� For the �ne mathematical details and elaborate
proofs of the claims that are made here� the reader is referred to our scienti�c publica�
tions �see Subsection ����	��

N�SID algorithms are based on concepts from system theory� �numerical� linear al�
gebra and statistics� which is re�ected in the following table that summarized the main
elements�

System Geometry Algorithm

Determination Projection QR�decomposition
of the order �orthogonal or oblique�
and the state Determine �nite �Generalized� singular

dimensional subspace value decomposition
System matrices Linear relations Least squares

The main conceptual novelties in N�SID algorithms are

�� The state of a dynamical system is emphasized in the context of system identi��
cation� whereas �classical� approaches are based on an input�output framework�
The di�erence is illustrated pictorially in Figure ���� This relatively recent in�
troduction of the state into the identi�cation area may come as a surprise since
in control theory and the analysis of dynamical systems� the importance of the
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Figure ��� System identi�cation aims at constructing state space models
from input�output data	 The left hand side shows the N�SID approach �
�rst the �Kalman �lter� states are estimated directly from input�output data�
then the system matrices can be obtained	 The right hand side is the classical
approach � �rst obtain the system matrices� then estimate the states	

concept of state has been appreciated for quite some time now�
So an important achievement of the research in N�SID is to demonstrate how
the Kalman �lter states can be obtained from input�output data using linear al�
gebra tools �QR and Singular Value Decomposition�� An important consequence
is that� once these states are known� the identi�cation problem becomes a lin�
ear least squares problem in the unknown system matrices� This implies that
one possible interpretation of N�SID algorithms is that they conditionally lin�
earize the problem� which� when written in the �classical� form of Prediction Error
Methods� is a highly nonlinear optimization problem� Yet another point of view
is that N�SID algorithms do not identify input�output models� but they identify
input�state�output models�
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�� Our system identi�cation approach makes full use of the by now well developed
body of concepts and algorithms from numerical linear algebra� While classical
methods are basically inspired by least squares� our methods use �modern� algo�
rithms such as the QR�decomposition� the singular value decomposition and its
generalizations� and angles between subspaces�
This is for instance illustrated by the fact that in N�SID the implementation of
the algorithms is the same for SISO �single�input single�output systems� as for
MIMO �multiple�input multiple�output��

�� Our approach provides a geometric framework� in which seemingly di�erent mod�
els are treated in a uni�ed manner� We think that the conceptual and algorithmic
simplicity of our algorithms should be confronted with and compared to the some�
times extremely complicated and cumbersome arguments and approaches that are
often found in present day system identi�cation literature�

	� The conceptual straightforwardness of our algorithms translates into user�friendly
software implementations� To give only one example� Since there is no explicit
need for parametrizations in our geometric framework� the user is not confronted
with highly technical and theoretical issues such as canonical parametrizations�
and hence� at the level of possible choices to be o�ered by the software� we get
e�cient implementations�

����� What�s new in N�SID �

The mathematical engineering �eld of system identi�cation has begun the blossom some
�
 years ago with the work of Astr�om ��� ��� Box�Jenkins ����� Eykho� ����� Ljung �
��
�and many others� see e�g� ��	� ������ So it is a relatively young branch of research� the
industrial spin�o�s of which become only gradually visible now�
In this Subsection� we confront the innovations in N�SID with the properties of these
�classical� approaches�

Parametrizations� When viewed as a data �tting problem� it becomes clear that
system identi�cation algorithms require a certain user�speci�ed parametrization�
In N�SID we use full state space models and the only �parameter� is the order
of the system� For classical algorithmic approaches however� there has been an
extensive amount of research to determine so�called canonical models� i�e� models
with a minimum number of parameters �see e�g� ���� ��� ���� �	�� �	�� �
	� ������
There are however many problems with these minimal parametrizations�


 They can lead to numerically ill�conditioned problems� meaning that the re�
sults are extremely sensitive to small perturbations�


 There is a need for overlapping parametrizations� since none of the existing
parametrizations can cover all possible systems� This implies that the user is
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confronted with extremely di�cult decision problems when trying to identify
a linear system�


 Only minimal state space models� with initial state equal to zero are really
feasible in practice� If there are for instance uncontrollable but observable
�deterministic� modes� this requires special parametrizations�

The N�SID approach does not su�er from any of these inconveniences� The only
parameter to be user�speci�ed is the order of the model� which can be determined
by inspection of certain singular values�

Convergence� When implemented correctly�N�SID algorithms are fast� despite the
fact that they are using QR and Singular Value Decompositions� As a matter of
fact� they are faster than the �classical� identi�cation methods� such as Prediction
Error Methods� because they are not iterative� Hence there are also no convergence
problems� Moreover� numerical robustness is guaranteed precisely because of these
well�understood algorithms from numerical linear algebra� As a consequence� the
user will never be confronted with hard�to�deal�with�problems such as lack of
convergence� slow convergence of numerical instability�

Model reduction� Since our main interest lies in using these models in a Computer
Aided Control System Design environment and because� when using linear theo�
ries� the complexity of the controller is proportional to the order of the system�
one is always inclined to obtain models with as low an order as possible� Here�
there is a fundamental di�erence between classical identi�cation algorithms and
N�SID� Classical algorithms will �rst obtain an high order system� and then ap�
ply model reduction algorithms �such as balanced realization �	� ���� or Hankel
norm approximation ��	��� In N�SID� the reduced model can be obtained di�
rectly� without having to compute �rst the high order model� and this directly
from input�output data� This is illustrated in Figure ��	� The interpretation is
straightforward within Enns�s ��� weighted balanced reduction framework�

����� Some historical elements and our publications

In this Subsection� we �rst give an historical survey of the several concepts that are
present in N�SID and that make it to be one of the most powerful and sophisticated
identi�cation frameworks that is presently available� Then we give a short description
about the origin of the work and related research�

The following table summarizes in a schematic way the di�erent hallmark contribu�
tions and mathematical elements that have lead to and�or are incorporated in some
way or another in N�SID� The idea is twofold� First of all� this table teaches us that
certain concepts� such as e�g� angles between subspaces �Jordan� ��
� or the Singular
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Figure ��� System identi�cation aims at constructing state space models
from input�output data	 When a reduced order model is required� in the
classical approach �to the right�� one �rst identi�es an high order model and
then applies a model reduction technique to obtain a low order model	 The
left hand side shows the N�SID approach� Here� we �rst obtains a �reduced�
state sequence� after which one can identify directly a low order model	

Value Decomposition �Beltrami� Jordan� Sylvester� ���s� need a long incubation pe�
riod before they are applied in mathematical engineering� Secondly� it shows how clever
combinations of seemingly unrelated concepts and techniques may lead to powerful al�
gorithms� such as N�SID�

Of course� space does not permit us here to discuss these contributions in detail� but
many of the papers we refer to are publically accessible and very interesting to read�

Let us now summarize the main direct sources of inspiration for our work in N�SID�
First of all� N�SID algorithms are the input�state�output generalizations of the clas�
sical realization theory and algorithms of the seventies� which identify a state space
model from impulse responses �Markov parameters�� such as ��
� ���� �	�� �	� ���� ����
���� ��	�� The insights obtained in these works have really enhanced the understanding
of the structure of linear systems and their identi�cation� The �rst papers on obtain�
ing models from input�output data which have in�uenced our work are ���� ���� �
��
but more recently� also the work by Willems ���� was in�uential for the deterministic
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parts� Meanwhile� there were other insights obtained in a more statistically oriented
context� such as the work by Akaike ��� ���� which introduced canonical correlations in
the stochastic realization framework� Other in�uential work was done in �
� ��� ��	� ����
��	� ����� Related ideas on the combined stochastic�deterministic problem can be found
in �
�� �	�� ��� ���

Our work evolved from the development of subspace algorithms in a purely determin�
istic context ��
� ���� ���� ��� ���� ���� �

� �
�� ���� ����� over the purely stochastic
problem ��	� ��
� ����� until we managed to combine the two approaches in one unifying
framework ���� ���� ��� ��� ��� ���� �nally emerging into software implementations ���
���� which have been applied to real industrial processes ���� �	�� This work is however
not yet completed� as is shown in the following Subsection�

Year Name Contribution Discipline Refs�

��� Gauss Least Squares Statistics ����
��� Beltrami SVD Algebra ����
��	 Jordan SVD Algebra �		�
��
 Jordan Angles between subspaces Algebra �	
�
�� Gram QR Algebra ����
�
 Sylvester SVD Algebra ����
���� Schmidt QR Algebra ���
���� Autonne SVD Algebra ���
���� Eckart SVD Physics ��� ����
���� Hotelling Canonical correlations Statistics �	��
���� Kalman Kalman Filter System Theory �	��
���
 Golub�Kahan SVD�algorithms Numerical lin�alg� ��
�
���� Ho�Kalman Realization System Theory �	��
���	 Zeiger�McEwen SVD  Realization System Theory ��	�
���	 Akaike Stochastic Realization Statistics ��� ���
���� Box�Jenkins Box�Jenkins models Statistics ����
���� Faure Stochastic linear systems System Theory ����
��� Kung Realization theory System theory �	�
��� Ljung Prediction Error System Theory �
��
��� Willems Behavioral framework System Theory ����

����� Further future developments

In this Subsection we try to assess the impact of the work on possible future research
activities� At the same time this list shows that there is still much work to be done to
further enhance N�SID methods�


 Let us point out that some of the ideas in this work have been extended to descriptor
�singular� systems �see ������ direct identi�cation of continuous time systems �see
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�
���� identi�cation problems with known noise structure ��
����


 Despite the fact that N�SID algorithms are quite fast� their speed can even be
enhanced by exploiting the �block�Hankel structure of the input�output matrices
�these are matrices of so�called low displacement rank�� First results have been
obtained in ���� �����


 Another idea concerns the parallel implementation on fast arrays of processors� such
as for instance systolic arrays� It turns out that there exist very elegant systolic
array implementations for QR and SVD updating �see e�g� �
����


 Much work remains to be done on the statistical analysis of N�SID algorithms�
It turns out that the results are quite robust when compared to the maximum
likelihood solution� but as of know� there is not a real good explanation for this
behavior� Preliminary results have been obtained within the framework of ar�
ray signal processing ��
� ���� ���� ���� ��� ����� A detailed statistical analysis
could also lead to statistical order determination �in the sense of AIC �Akaike�s
Information Criterion� or Rissanen�s MDL �Minimum Description Length��


 Some work needs to be done on the precise relationships of the model reduction
interpretation of N�SID and the work by Enns ��� and Glover ��	�� It would be
nice if hard bounds could be obtained for the models delivered by N�SID�


 A precise analysis is to be made of the use of N�SID within the context of time�
varying linear systems� Such systems occur for instance when nonlinear systems
are linearized around a certain working point� which itself changes in time�

��� Conclusions

In this Chapter� we have highlighted the scienti	c contributions of our work� which can
be summarized as follows� We have tackled the problem of multivariable system iden�
ti�cation for multiple input multiple output� linear� combined deterministic�stochastic
systems� Such models often provide good engineering models for real industrial plants
�as will be illustrated in Chapter 	�� especially for design of model�based controllers�
By combining insights� concepts and algorithms from system theory� �numerical� linear
algebra and statistics� we have developed a new breed of system identi�cation tech�
niques� called N�SID� that do not su�er from the disadvantages of �classical� identi��
cation approaches�

Let us conclude with two quotations from some survey papers� In the recently held
Workshop on Future Directions in Circuits and Systems ����� it is emphasized that
�� these matrix�based signal processing algorithms are becoming increasingly important�
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����� and need to be blended with traditional algorithms in a compatible and comple�
mentary way�
Prof� Lennart Ljung� one of the international experts in system identi�cation� in his
���� survey on Issues in System Identi�cation �
��� points out that it remains to be
established what these signal subspace methods have to o
er and how they compare to
conventional approaches����

We hope that with this work we have bridged a little bit of this gap� a hope which
is largely con�rmed by the ���� quote of the same Lennart Ljung at the beginning of
this Chapter�



Chapter �

A Graphical User Interface

for System Identi�cation

Less is more �
Prof� Stephen Boyd� Stanford University� August ����

�while referring to GUIs�	

In this Chapter� we �rst explain in Section ���� the trend in present days software to
build work with Graphical User Interfaces �GUI�� In Section ����� we describe our GUI�
which was developed to do interactive system identi�cation in an ultimately user friendly
manner� It is called ISID II� which stands for Interactive System Identi	cation II ��
We describe the main features of ISID II while in Section ���� we give an overview of the
algorithms that are implemented in ISID II �preprocessing� identi�cation� validation
and display�� In Section ��	� we summarize some statistical information on ISID II
while concluding remarks can be found in Section ��
�
Since it is impossible to summarize all the features of ISID II� let alone that we could
visualize all its graphical functionalities� we would like to refer the interested reader to
the ISID II manual �
� or just to have a feel�and�touch experience by having a free
try�out session on the software itself� Moreover� it might be interesting to have a look
at Chapter 	 too� since there we show the GUI in action in identifying a glass tube
manufacturing process�

�
ISID II was developed in Xmath� a trademark from Integrated Systems Inc�� Santa Clara� Califor�

nia� USA� and is the successor of ISID I 	which is a command�line user interface package for interactive
system identi�cation� see ��� for more details about ISID I��

��
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��� Why A Graphical User Interface �

To motivate the use of a Graphical User Interface �GUI� for system identi�cation� a
short history of user�interfaces is presented� This overview is con�ned to the history
of user interfaces for identi�cation and control of processes� which can be split up in
three stages� Program User Interface� Command�line User Interface and Graphical User
Interface� An overview of the discussion is given in Table ����

Program User Interface� This is the era of lower level programming languages �For�
tran� Pascal and C�� Typically� the user�input consisted of programs with low level
commands� To solve a problem� libraries of applicable functions had to be writ�
ten� These functions were then combined to a program� The programming had
to be done on a very low level� and it was only at the end� when all the bits and
pieces were put together� that the results were obtained� If the results were not
satisfactory� parts of the programs had to be rewritten� Due to the in�exibility
of the programs� most of the time was spent programming� Investigation of the
in�uence of di�erent parameters �and di�erent methods� on the result was hard
and time consuming� Especially the intermediate bookkeeping tasks were very
tedious�

Command
line User Interface� The second type of user interfaces is the command�
line interface� This interface allows the user to enter commands at the command�
line� Contrary to the previous generation� the e�ect of the commands could im�
mediately be inspected� The commands also became more powerful �higher level��
This made writing programs and experimenting with di�erent methods less time
consuming� Another feature was the bundling of programs into so called Tool�
boxes� These bundles contained all the necessary !tools" to solve a whole class
of similar problems� There was for instance a Toolbox for control problems and
one for identi�cation problems� However� due to the complexity of the commands
it was not easy for a novice user to start using these Toolboxes� First� she had
to become familiar with all methods implemented in the Toolbox� Then� she also
had to understand and study the sometimes complicated syntax of the commands�
Finally� she had to understand how to interconnect the commands into a program
that would solve his problem�
Typically the user had to read thick manuals with extended syntax conventions
before she could start� On top of that� after she had read the manuals� it was not
always clear how to solve her problem� This is because there was hardly any user
guidance available �apart from the examples in the manuals�� A thorough under�
standing of the implemented methods was thus still needed to use the Toolbox�
Figure ��� shows a typical !Help" window of the Command�line User Interface
software generation�
Even though a lot easier to use and more �exible than the Program User Interface
programs� this new generation still had signi�cant drawbacks i�e� the extended syn�
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tax� the complicated interconnections of commands and the lack of user�guidance�

Figure ��� A typical help window for the command�line interfaces	 While
trying to solve the problem� the user often had to refer back to the cryptic on
line help provided by the programs	 Clearly� this �help� is hard to understand
without extensive a�priori knowledge	 The net result was that the threshold
to start using this software intensively was quite large	

Graphical User Interface� The most recent interface is the Graphical User Interface
�GUI�� A GUI is a user interface made up of graphical objects such as menus�
buttons and plots� Using it is straightforward since it only requires manipulation
of the three mouse buttons and at rare occasions� typing in the name of an object
or data �le�
A �rst feature of a GUI is that it makes thick manuals virtually obsolete� Most
graphical objects are clearly labeled so that their function is immediately clear�
There is no need to study complicated syntax� An overview of the functionality
can be found by browsing through the menus of the interface�
Another GUI feature is that the e�ect of changes in parameters �or methods�
is depicted graphically� In the previous generation� the results were obtained as
variables� These variables had to be transformed to �gures to be interpreted�
This made it necessary to add extra visualization commands� A GUI presents
all results graphically� which excludes this last step� and which turns it into an
elegant tool to perform varying parameter experiments�
On top of that� a GUI for identi�cation and control system design provides the
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Program Command�line Graphical
User Interface User Interface User Interface

Input Programs Command�line Graphical
Output Text Variables Graphical
Elementary Block low level command high level command window
Start Threshold very high high low
Flexibility low high high
User guidance none limited high
Syntax complex complex simple
Expertise required high high limited
Computer required simple simple fast
Date ��������� �������� ������

Table ��� Comparison of the distinct stages in the history of identi�cation
and control software	

user with guidelines to solve her problem� By equipping the GUI with a certain
intelligence� �highlighting certain menus� buttons and plot handles�� the user is
guided through the interconnection of complicated functions� This interconnection
is also graphically depicted� which enables the user to retain a clear overview �see
for instance Figure �����
A GUI for system identi�cation enables a novice user to get acquainted with the
software without the need for thick manuals or extensive �identi�cation� expertise�
In the next sections these advantages will become even more apparent�

��� ISID II	 Where system identi�cation and GUI

meet

The combination of powerful numerical algorithms for system identi�cation and a Graph�
ical User Interface leads to intelligent and user�friendly identi�cation software� The
Interactive System IDenti�ction software ISID II� which we have developed� con�
tains � major concepts� the ISID II chain� the ISID II workspace and the ISID II
algorithm windows� These concepts are now brie�y reviewed�

Typically� an identi�cation process consists of di�erent actions that are executed one
after the other� The classical steps are for instance� processing of the data� identi�cation�
validation� Each of these steps can itself be split up in a series and�or parallel connection
of algorithms� Each algorithm is represented by a block� Putting these algorithm
building blocks in a connected graph� leads to a !chain" of algorithms� This ISID II
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chain is the �rst major concept in ISID II�

The ISID II chain consists of an interconnection of algorithm building blocks and
represents a user�de�ned identi�cation process�

Figure ��� displays a typical chain� ISID II allows for graphical programming of the
chain� which means that only the manipulation of mouse buttons is required to build
a chain and tune its parameters� The algorithms �the building blocks� can be easily
selected from the menus� They can be connected via a simple graphical interaction�
The user is guided in making these connections since she can only connect compatible
blocks �the output has to be compatible with the input��
Each of the algorithmbuilding blocks contains a sophisticated algorithm� the parameters
of which are automatically set to a meaningful default value� The user doesn�t have
to know the details of the algorithm� of which only the most important parameters are
readily available for direct manipulation�
ISID II contains several hard baked chains� which represent programs that perform the
most common identi�cation procedures� For instance� the identi�cation from �ltered
input output data using a least squares algorithm� followed by a cross validation of
the obtained model� In this way� the novice user is given a guideline of how to use the
identi�cation algorithms� without the requirement of having any identi�cation expertise
and without having to read through the manual�
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Figure ��� A typical ISID II chain representing a full identi�cation pro�
cess	 Each block represents an algorithm �see Section �	��	 The blocks to
the left are the input�output data and preprocessing blocks� followed by the
identi�cation blocks	 To the left� we also see some validation blocks	 Behind
each block there is an algorithm window that visualizes the algorithm speci�c
data and allows for adjustment of the parameters �see e	g	 Figure �	�	�	 This
chain shown here in this Figure was used for the identi�cation of a glass tube
manufacturing process �see Chapter ��	

The ISID II workspace contains user de�ned data objects�

System identi�cation typically requires di�erent data objects� The most common ones
are input�output data records� frequency and impulse response records and models�
Each algorithm building block takes one type of object as its input and returns one
object type as its output� Moreover� user de�ned data is read into ISID II as one of
these objects� after which it is stored in the ISID II workspace� Outputs of algorithm�
blocks can also be stored in this workspace� The workspace �Figure ���� is the second
major concept in ISID II�
The start of the chain consists of special boxes that can load objects� These are the
data boxes� For every type of data object there is a type of data box� These data boxes
represent the !inputs" of the chain� Data objects from the workspace can be assigned
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to these data boxes �data box type and object type should be compatible� which is
veri�ed automatically�� In this way� user de�ned data �or previously saved outputs
from algorithm building blocks� can be presented to the data boxes and thus to the
inputs of the chain�

Figure ��� The ISID II workspace consists of a list of data objects	 These
data objects are loaded from user de�ned data	 Alternatively they are out�
puts of algorithm blocks that were saved to the workspace	 Through the
data boxes� the objects in this list can be used as input to the chain	 Recall
that all of this can be done in an utmost elegant manner by just dragging
and clicking with the three available mouse buttons	
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The ISID II algorithm windows visualize the algorithm speci�c information�
Algorithm parameters can be graphically adjusted�

System identi�cation is intrinsically visualization intensive� given the large amount of
information that needs to be processed �think about long measured data records� fre�
quency responses� etc�� Behind each algorithm building block there is an ISID II
algorithm window �Figure ��	�� These algorithm windows represent the third major
concept in ISID II as they visualize algorithm speci�c data� Moreover in the algorithm
windows� parameters can be adjusted graphically by pushing buttons� dragging weight
functions� clicking on singular value and error norm plots �order selection�� adjusting
peak shave levels and run time delays� The ISID II algorithm windows also facilitate
visualization of the data by easy zoom in �magnifying glasses� and zoom out facilities
on all plots�

Figure ��� Behind each algorithm building block there is an algorithm
window	 These ISID II algorithm windows display algorithm speci�c data	
These algorithm windows allow the user to change parameters graphically	
Shown here is the window that goes with the delay estimation algorithm	 The
delays are indicated by the vertical lines	 They can be changed by clicking on
the vertical lines and dragging them to the desired value i	e	 the intersection
of the impulse response and the con�dence bounds �horizontal lines�	 This
contrasts with the Command�line User Interface where the user had to read
the intersecting point from the scales	
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The ISID II software allows for easy identi�cation of Models�

Identifying a model with the ISID II software consist of the following steps�

� Build an ISID II chain or use one of the hard baked ISID II chains�

� Load the user data as an object in the ISID II workspace�

� Use the user de�ned object as an input to the chain�

Every algorithm in the chain will then successively execute� and automatically open up
its corresponding algorithmwindow and calculate its output� The in�uence of algorithm
parameters can now be inspected� The parameters can be changed through graphical
interaction� The e�ect of these changes ripples through the chain� and all algorithm
windows that depend on the changed data re�execute and update their plots�
There is also a History window which keeps track of all the experiments that have been
performed and therefore acts as a bookkeeper�

��� An overview of ISID II algorithms

Each of the ISID II algorithm building blocks takes a data object as input and returns
another data object at its output� The four data object classes �and their abbreviations�
are� Input�Output Data �IO�� Frequency Response �Freq�� Impulse Response �Imp� and
Models �Model��
There are 	 di�erent algorithm building blocks� namely pre�processing� identi�cation�
validation and display algorithms� Since obviously we can not describe all of these
functionalities in full detail �for which we would like to refer to interested reader to
the manual �
� or just invite you to have a free try out of the software itself�� we will
restrict ourselves here to a mere enumeration of all the possibilities in the algorithm
building blocks� In each of the following tables� the �rst column contains the name
of the functionality� the second column is the data object that acts as an input� the
third column the data object that is delivered as an output while the fourth column is
a one�line description of the functionality�
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����� 	Pre
�Processing

Industrially measured data sets often need to be pre�conditioned� This processing makes
the measured signals suitable for identi�cation� The processing algorithms are�

Name Input Output Functionality

Detrend and Scale IO IO Scaling and trend removal �drift ����
Peak Shaving IO IO Removal of outliers �sensor failure ����
Delay Estimation IO IO Estimation and extraction of delays�
Filtering IO IO Low� high or band pass �ltering�
Post Sampling IO IO Subsampling of a data set�
View and Split IO IO Split up into Identi�cation and Validation set�

����� Identi�cation

ISID II contains a whole range of identi�cation algorithms� Apart from the !classical"
identi�cation algorithms there are also two subspace identi�cation algorithms �N�SID�
implemented� which are presently the most powerful identi�cation algorithms for multi�
variable linear systems and have been described extensively in Chapter �� The collection
of identi�cation algorithms is the following�

Name Input Output Functionality

Least Squares IO Model Least Squares in time domain
Subspace Identi�cation IO Model N�SID

Instrumental Variables IO Model Uses inputs as instruments�
Prediction Error Method IO Model Classical cost function minimization�
Time Series IO Model N�SID modeling of time series�
Empirical Estimation IO Freq  Imp Non�parametric identi�cation�
Frequency Least Squares Freq Model Least squares in frequency domain�
Impulse Realization Imp Model Realization of impulse responses�

����� Validation

The validation algorithms of ISID II allow to asses the !quality" of the identi�ed
models� This is done by inspection of di�erent properties of the prediction errors� The
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validation algorithms are�

Name Input Output Functionality

Error Norms IO  Model � Displays prediction error norms�
Prediction IO  Model IO Predicted signals�
Prediction Errors IO  Model IO Prediction errors�
Covariance IO  Model Imp Covariance of prediction errors�
Spectral Density IO  Model Freq Spectral density of prediction errors�
Cross Correlation IO  Model Imp Correlation inputs � prediction errors�

����� Display

These algorithms are intended to display properties of the identi�ed model� The model
properties can then be interpreted by the engineer� The display algorithms are�

Name Input Output Functionality

Frequency Response Model Freq Displays frequency responses�
Impulse Response Model Imp Displays impulse responses�
Spectral Density Model Freq Displays spectral densities�
Covariance Model Imp Displays covariances�
Poles  Zeros Model � Displays poles  zeros�

��� Some statistical information about ISID II

ISID II contains more than � ��� lines of code� The code was written in C �for the
intensive computational tasks� and in MathScript�
There are �
 di�erent algorithm windows� Each algorithm can have up to �� di�erent
instances� There is no real danger of having the user confronted with too much infor�
mation because� when not required� most of the information can be masked from the
user when she wishes to do so�
ISID II is a toolbox within Xmath� which is in essence a matrix manipulation language
in which also other GUI�based toolboxes are available �such as System Build �for graph�
ically constructing and simulating linear and nonlinear systems�� or ICDM for advanced
control system design�

��� Concluding remarks

GUI driven toolboxes belong to a third generation of user�friendly software packages�
Users can tackle more serious problems than previously possible because of the fact they
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don�t need to bother about programming subtleties� In addition� bookkeeping of tasks
to do� of interconnections of models and data sets becomes straightforward� Finally�
there is lots of user guidance and as a matter of fact� most of the time default settings
are provided �and they represent the most commonly performed actions anyway��
We have been developing a GUI� called ISID II� which provides all of these function�
alities for a system identi	cation environment� Obtaining mathematical models from
experimental data from industrial processes now comes within reach of every control
system design engineer� Therefore� model�based computer aided control system design
will become an important trend in the process industry within the next few years�



Chapter �

Rapid Prototyping� An

example

To illustrate the possibilities of ISID II� we consider an industrial case study� We
will build a state space model �which was described in Chapter ��� from input�output
records of a glass tube manufacturing process �� At the same time� we will show in some
more detail the di�erent GUI functionalities that we have been describing in Chapter
��
In Section 	���� we give a short description of the process� In Section 	���� we build the
Chain Window that allows to identify the process and we discuss some intermediate
options and results� Although it is not a formal part of this memorandum� we show the
results of a control design based on the derived model in Section 	���� just to illustrate our
point how relatively straightforward a controller can be designed� once a mathematical
model is available� We end up with some concluding remarks in Section 	�	�

��� Problem Description

Figure 	�� shows a schematic description of the glass tube production process� Quartz
sand is fed to the machine at the top� The sand is melted to glass inside the furnace�
The glass tubes are drawn at the bottom of the machine�

Inputs� The inputs are drawing speed and mandrill pressure� The drawing speed is
the speed at which the tubes are pulled out at the bottom of the machine� The
mandrill pressure is the pressure applied to the mandrill at the top of the machine�

�The data we use here are real industrial measurements on a real industrial commercial production
plant� However� due to reasons of con�dentiality� we are not allowed to reveal in detail exact physical

production parameters�

	�
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Through the mandrill� this pressure is then applied to the inside of the tubes when
they are pulled out of the machine�

Outputs� The outputs to be controlled are the geometrical parameters of the tube
which are its mean diameter and its thickness�

Two input�output data sequences were measured �sampling frequency � Hz�� The �rst
one ���

 points� see Figure 	��� is used for the identi�cation of the process� The second
one ��� points� is used for the validation of the results� For both input signals a pseudo
random binary noise sequence was used as input�

��� Chain description and results

One of the main features of ISID II described in Chapter �� was the Chain Window�
which graphically represents the chain of algorithms to be executed to �nd a mathe�
matical model of the process under study� Figure ��� shows the chain that was used
to identify the glass tube manufacturing process� Figure 	�� shows the full computer
screen during the ISID II session� with all the algorithm windows open�

Processing� Both input�output data records are �rst detrended to remove the mean
and the linear trends in the data� Since the measurements of the outputs can only
be done when the tubes are su�ciently cooled down� there are signi�cant time
delays� The two delay estimation blocks estimate these delays and compensate for
them by shifting the input and output signals in the appropriate direction� Figure
��	 shows the algorithm window behind the delay estimation algorithm block�

Identi�cation� Three di�erent identi�cation algorithms are applied to the data� By
comparing the resulting models� we can enhance our con�dence in them�

� A �rst model is obtained by realizing the impulse response obtained from the
empirical transfer function�

� A second model is obtained from a subspace �N�SID� identi�cation� The al�
gorithm window corresponding to this identi�cation block is shown in Figure
	�	�

� A last model is obtained by a least squares identi�cation�

Validation� The models are validated by comparing the measured and simulated
outputs �validation and identi�cation data�� Figure 	�
 shows the simulation
error norms� The N�SID model �middle bar� has the smallest error and is thus
used for control design� Through computation of the covariance of the prediction
errors� the whiteness of these errors can be checked�
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Quartz Sand

Furnace

Glass Tube

Mandrill
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Melted Glass
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Diameter / Thickness

Figure ��� The glass tube manufacturing process	 Inputs are drawing speed
and mandrill pressure	 Outputs are tube diameter and thickness	 The in�
put signals were pseudo�binary noise sequences	 These inputs are su�ciently
�wild� to excite all the dynamic modes of the system �which is necessary
since we want to control these modes afterwards�	 The tubes that are pro�
duced from these inputs are worthless since they are too irregular due to
the wild inputs	 This situation is typical for industrial system identi�cation�
There is a basic trade�o between the production loss that goes together
with experimenting and the production quality enhancement as a result of
the identi�cation�model�based control design	
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Figure ��� Data set used for the identi�cation of the glass tube production
process	 The inputs �top two signals� are drawing speed and mandrill pres�
sure	 They are excited using pseudo�binary noise sequences	 The outputs
�bottom two signals� are tube diameter and thickness	

Display� The transfer functions of the obtained models are displayed on the same
plot to compare the models in the frequency domain� The algorithm window is
shown in Figure 	���

��� PIID control of the process

Even though this is not a part of the GUI software� we describe the result of as controller
design to illustrate the use of the model identi�ed using the N�SID algorithm� The
scheme of the PIID controller is represented in Figure 	��� The technique we have used
was also developed by one of us� It is based on Multi�objective optimization of the
free parameters of the controller and is extensively described in ���� Figure 	� shows
the closed loop results� Figure 	�� illustrates the noise reduction and thus the quality
enhancement that can be obtained with this controller �in simulation��
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Figure ��� An overview of the ISID II session for the identi�cation of the
glass tube manufacturing process	 The Chain Window is displayed in the
top left corner �partially covered�	 All algorithm windows are organized in a
�card system�	 ISID II contains several features toy manipulate and reorder
this �card system� of windows	
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Figure ��� The algorithm window behind the subspace identi�cation algo�
rithm �N�SID�	 The plot displays the principal angles	 These allow the user
to make a decision on the order of the system	 The order �� in this case�
can be selected by clicking and dragging with the left mouse over the desired
orders	

��� Conclusions

In this �nal Chapter� we have been demonstrating in some detail the e�ciency of using
the GUI�based software tool ISID II� The overall design of a multivariable controller
only takes a couple of hours� which creates a lot of time to try to �nd an optimal tuning
and to pay attention to many additional performance and robustness speci�cations� It
is well known in the model�based control system design literature that mathematical
modeling of a multivariable system is the most time consuming part of a model�based
control system design project� Therefore� using ISID II� rapid prototyping of multi�
variable controllers now comes within reach� Once state space models are available� one
can concentrate one�s attention to the controller design and� within a spirit of virtual
engineering� develop and analyze control strategies� starting from the model or from
several models�
We have illustrated these points on a glass tube manufacturing process� But in the
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Figure ��
 Algorithm window corresponding to the error norms algorithm
block	 The two left hand side plots show the error norms of the models
applied to the identi�cation data set �two outputs�	 The two right hand
side plots show the same for the models applied to the validation data set	
The three bars correspond to the three models �from left to right� impulse
realization� N�SID� least squares�	 The error for the N�SID model is the
smallest and this model is thus used for control system design	

mean time� we have build up additional equally successful experiences with other in�
dustrial production process� including HVAC �heating� ventilation and air�conditioning
plants�� �exible robot arms� �uttering airplane wings and several others� Others have
used N�SID algorithms to design multivariable controllers for Rapid Thermal Wafer
Processing devices �	�� ���� �����
We sincerely hope that in the near future toolboxes like ISID II will become indispens�
able components of intelligent control system design strategies�
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Figure ��� Frequency response of the three identi�ed models� superimposed
on each other	 One can highlight one speci�c plot� corresponding to one
speci�c model� by clicking with the left mouse button on the model�s name	
There are also several zoom in features available	
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Figure ��� The control scheme used for the PIID control of the glass tube
manufacturing plant	 The controller consists of two feedforward �lters� a
static feedforward� a static decoupling and two PIID controllers to control
the decoupled loops	 The PIID parameters are tuned using a multi objective
optimization algorithm	
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Figure �� The closed loop step response of the PIID controlled glass tube
manufacturing process	 The PIID controller based on the N�SID model
results in a smooth step response	
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Figure ��� Illustration of the quality improvement	 The top two �gures
show a histogram of the measured diameter and thickness	 The reference
setpoint for production is at zero �the vertical line�	 Clearly� both diame�
ter and thickness are too large �on average�	 Especially the diameter does
not satisfy the production speci�cations	 The bottom two �gures show the
histograms of the controlled system	 The variance on the diameter is a fac�
tor two smaller	 The mean diameter is also exactly at its reference	 The
variance of the thickness is not reduced �not that important in the speci�ca�
tions�	 However the mean value is right at the speci�cation now	 This �gure
clearly illustrates the bene�ts of model�based control system design	
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