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A data-driven spike sorting feature map for
resolving spike overlap in the feature space

J. Wouters, F. Kloosterman, A. Bertrand

Abstract—Objective: Spike sorting is the process of extracting
neuronal action potentials, or spikes, from an extracellular brain
recording, and assigning each spike to its putative source neuron.
Spike sorting is usually treated as a clustering problem. However,
this clustering process is known to be affected by overlapping
spikes. Existing methods for resolving spike overlap typically
require an expensive post-processing of the clustering results. In
this paper, we propose the design of a domain-specific feature
map, which enables the resolution of spike overlap directly in
the feature space.

Approach: The proposed domain-specific feature map is based
on a neural network architecture that is trained to simultaneously
perform spike sorting and spike overlap resolution. Overlapping
spikes clusters can be identified in the feature space through
a linear relation with the single-neuron clusters for which the
neurons contribute to the overlapping spikes. To aid the feature
map training, a data augmentation procedure is presented that
is based on biophysical simulations.

Main results: We demonstrate the potential of our method
on independent and realistic test data. We show that our novel
approach for resolving spike overlap generalizes to unseen and
realistic test data. Furthermore, the sorting performance of our
method is shown to be similar to the state-of-the-art, but our
method does not assume the availability of spike templates for
resolving spike overlap.

Significance: Resolving spike overlap directly in the feature
space, results in an overall simplified spike sorting pipeline
compared to the state-of-the-art. For the state-of-the-art, the
overlapping spike snippets exhibit a large spread in the feature
space and do not appear as concentrated clusters. This can
lead to biased spike template estimates which affect the sorting
performance of the state-of-the-art. In our proposed approach,
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overlapping spikes form concentrated clusters and spike overlap
resolution does not depend on the availability of spike templates.

I. INTRODUCTION

Neurons communicate with each other through electro-
chemical signalling mechanisms. Such neuronal signalling is
believed to underlie cognition. In order to better understand the
brain and how it gives rise to cognition, neuroscientists per-
form experiments that are designed to measure neural activity
and relate this activity to behavioural data. When performing
electrophysiological experiments, the electrical component in
neural signalling is studied. Neuronal action potentials, or
“spikes”, are a frequently studied component of the electrical
brain signals because they reflect the output signals of neurons.

When performing extracellular electrophysiological record-
ings, electrodes are lowered into the brain near the neuron
population that is under study. Modern neural probes contain
a dense grid of hundreds of recording electrodes [2] [3] and
are becoming increasingly popular for performing large-scale
neural recordings. Neural probes can record a mixture of
spikes from hundreds of neurons simultaneously. The spiking
activity at each electrode channel is referred to as multi-
unit activity as each electrode typically capture spikes from
multiple neurons. However, when an experimenter is interested
in the neural activity of individual neurons, i.e., single-unit
activity, a neural source separation problem has to be solved.
The transformation of the activity of multiple neurons into the
individual activity of the different recorded neurons is known
as spike sorting [4]. While multi-unit activity is often sufficient
for coarse brain-computer interfacing tasks, having access
to the neural activity of individual neurons is essential to
neuroscientists that try to understand how individual neurons
contribute to brain function [5] [6] [7].

A common approach for solving the spike sorting problem
is through the use of an unsupervised learning framework [8].
The framework is characterized by four consecutive process-
ing steps: 1) spike detection, 2) spike alignment, 3) feature
extraction, and, 4) clustering. The spike detection results in
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the extraction of spike snippets from the neural recording.
These spike snippets are then mutually aligned according to
some alignment criterion to support the feature extraction.
Next, feature values are computed for every spike snippet,
which ideally results in the discriminability of spikes from
different neurons, while promoting the grouping of spikes
from the same neuron. Finally, the single-neuron clusters are
identified through an automated clustering analysis. Several
implementations and variations on this common framework
have been proposed [9]–[15].

When two or more neurons fire near-simultaneously in time,
a compound spike waveform, also referred to as an overlapping
spike snippet, is generated. If the vanilla clustering framework
from the previous paragraph is used for spike sorting, the
overlapping spike snippets are likely going to be misinter-
preted, leading to wrongly clustered spikes and an overall
bias in the cluster identification itself. It has been shown
that overlapping spikes are affecting spike sorting accuracy in
practice [16]. Therefore, strategies have been designed to cope
with overlapping spikes. To the best of our knowledge these
strategies all depend on the use of spike templates [17]. The
strategies consist of either applying matched filters that are de-
rived from the spike templates following the biased clustering
analysis [18]–[23], or rely on an iterative clustering/template
fitting procedure to resolve spike overlap [16] [24] [25]. Spike
template estimates will also be biased by overlapping spikes
when they are based on biased clustering results. In case
of the iterative template estimation, the template estimation
bias can be overcome, but only at a considerable increase in
computational cost.

Recently, modern supervised machine learning concepts
such as (deep) neural networks have become increasingly
popular for use in spike sorting [26]–[30]. These supervised
learning building blocks are typically intended for replacing
classical spike detection and feature extraction methods, result-
ing in domain-specific detectors and feature maps. However,
these recent feature maps, as well as preceding classical
techniques, do not take into account spike overlap and overlap
resolution mechanisms. In this work we propose the use of a
neural network spike sorting feature map that is capable of
resolving spike overlap directly in the feature space. In this
way, the clustering bias due to spike overlap is overcome.
Through the use of this specialized feature map, there is
no need for matched filter post-processors, nor for iterative
fitting techniques to resolve spike overlap, such that a minimal
processing pipeline is delivered that is capable of resolving
spike overlap.

In Section II we formalize the classical spike sorting pro-
cess and show how overlapping spikes hamper the sorting
performance. Then, the domain-specific feature map that is
designed for resolving spike overlap is presented in Section
III. In Section IV we explore the design space of the proposed
feature map and quantify the feature map spike sorting per-
formance on realistic ground truth data. Finally, we conclude
the presented work in Section V.

II. SPIKE SORTING AND OVERLAPPING SPIKES

Consider x[k] ∈ RN to be the high-pass filtered extracellu-
lar recording at time sample k as measured simultaneously on
N recording electrodes. A single neuronal spike contributes to
several consecutive time samples of the extracellular recording
when using typical sampling frequencies (25-30 kHz). To fa-
cilitate the study of the neuronal spikes, we define the stacked
vector x̄[k] =

[
x[k − L+ 1]T . . . x[k − 1]T x[k]T

]T ∈
RNL to represent a spatio-temporal window on the extracel-
lular recording of N channels by L samples. The bar notation
�̄ is also used in combination with other symbols to indicate
a similar delay-line extension on the data that is represented
by that symbol.

A spike sorting algorithm takes such an extracellular record-
ing x[k] at its input to output the sample times at which
the individual neurons embedded in the recording generate
spikes. The output thus consists of a set collection

{
Ŝn ∀n

}
,

where an individual set Ŝn contains the spike time estimates
(i.e., the spike train) of the sortable neuron n. The different
spike waveforms as generated by a specific neuron are very
similar throughout time, which is why clustering techniques
are commonly used in spike sorting. A typical clustering
approach for transforming the input recording into the spike
sorting output consists of the following sequential processing
steps [8]:

1) detection: Extract a set of unsorted spike times U from
the extracellular recording. Although several detection
approaches are in use, usually they involve an amplitude
thresholding operation that can be optionally preceded
by a preemphasis filtering.

2) alignment: Given the set of unsorted spike times U ,
every spike time is adjusted such that the corresponding
spike waveforms are mutually aligned in their L samples
wide temporal window according to some alignment
criterion. A popular alignment criterion is to place the
local spike minimum in the middle of the temporal
window. This processing step results in a set of aligned,
yet unsorted spike time U‖.
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3) feature extraction: Given the aligned spike times, a set
of features F is derived from the spike waveform as
follows:

F =
{
f (x̄[u]) ∀u ∈ U‖

}
,

with f : RNL → RM the feature map to the M -
dimensional feature space. A popular choice of feature
map for spike sorting is based on a principal component
analysis (PCA), which results in a linear feature map
[8].

4) cluster analysis: Finally, a cluster analysis is performed
on F , where the spike feature projections, which are also
referred to as spike embeddings, of the same neuron
are supposed to cluster together, and clusters from
different neurons are separable in that feature space.
Based on the clustering in F , the original space U‖ can
be partitioned into

{
Ŝn ∀n ∈ N̂ , Sunsorted

}
, where N̂ is

the set of sortable neurons which typically results from a
manual curation of the clustering results and Sunsorted is a
‘garbage’ set which contains all multi-neuron and noise
clusters that could not be assigned to a single neuron.

Ideally, Sunsorted is empty. However, in practice, Sunsorted

usually contains a significant fraction of the detected spike
times. A well-known problem that hampers the spike sorting
process is the occurrence of spike overlap. To illustrate this
problem consider the following model for the extracellular
recording:

x[k] =
∑
n∈N

∑
t∈Sn

αn,tsn[k − t] + n[k], (1)

where sn is the finite-support prototypical spike waveform of
neuron n, also referred to as the spike template of neuron
n. The spike template sn is assumed to have Wn non-zero
elements centered around k = 0. Furthermore, αn,t is a
template scaling factor to model amplitude variations and n

is defined to be an additive noise component that accounts
for both the neural and electrical noise. We say spike overlap
occurs between a neuron i and j if ∃ (ti, tj) ∈ Si × Sj :

|ti − tj | <
⌊
Wi+Wj

2

⌋
, i.e., their respective spike templates

overlap and are superimposed in x.

Consider now a recording sample in which the spiking
activity of two neurons i and j is present. For the sake of
intelligibility, let us first consider a model of spike overlap
where |ti−tj | = 0 for the spike times at which overlap occurs,
i.e., all overlapping spikes consist of the sum of perfectly
aligned single-neuron templates. For this scenario, a linear
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Fig. 1. Three clusters are distinguishable in the feature space. Both the red
and blue clusters consist of single-neuron spike projections. The yellow cluster
consists of projected overlapping spikes that are composed of aligned single-
neuron spikes of both the red and blue cluster. For the case of perfectly aligned
overlapping spikes and a linear feature map, spike overlap can be resolved
by establishing relationships between clusters through the vector addition of
cluster centroids that potentially map on overlapping spikes clusters.

feature map f (e.g. the commonly used PCA feature map)
has the following interesting linearity property:

f(s̄i + s̄j) = f(s̄i) + f(s̄j), (2)

where s̄i and s̄j ∈ RNL are the mutually aligned spatio-
temporal spike templates of neuron i and j, respectively. This
property enables the resolution of these overlapping spikes in
the feature space: if the sum of two cluster centroids maps onto
the centroid of a third cluster, this third cluster is believed to
contain the overlapping spikes that are composed of the sum of
the aligned templates associated with the two former clusters.
The overlap resolution property is illustrated in Fig. 1.

Unfortunately, the assumption of perfect spike alignment is
of little practical use. Although neurons might exist for which
the alignment assumption holds, e.g., when such neurons
are coupled through gap junctions, general spike overlap is
believed to occur by chance because two or more neurons
happen to fire near-simultaneously in time. When such random
overlap happens for two neurons i and j, ti − tj results from
a uniform random distribution. To concisely represent such
randomly aligned spike overlap we introduce the following
notation:

s̄i[k − ti] + s̄j [k − tj ] = s̄i ⊕ s̄j , (3)

where ⊕ denotes the random-shift-and-sum operator. The ran-
dom time shift between spikes introduces a non-linearity that
leads to the smearing of the overlapping spikes cluster when
using a linear feature map, i.e., f(s̄i ⊕ s̄j) 6= f(s̄i) + f(s̄j).
Such cluster smearing is shown in Fig. 2. This smearing
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Fig. 2. The red and blue clusters consists of single-neuron spike projections.
The projections of overlapping spikes with random alignment are shown in
yellow and are smeared out in feature space, which prevents the overlapping
spikes cluster from being recovered. Note that the colors in this figure are
assigned based on ground-truth information and not based on an actual
clustering analysis.

prevents a reliable recovery of the clusters when compared
to Fig. 1. Without well-defined clusters, the resolution of
overlapping spikes in the feature space becomes infeasible.
Therefore, in the remainder of this work, we will investigate
the use of a non-linear feature map g that is intended to behave
as if it were a linear function applied to a linear combination:

g(s̄i ⊕ s̄j) = g(s̄i) + g(s̄j), (4)

such that the feature embedding has similar properties as
the embedding presented in Fig. 1, but now also in case of
overlapping spikes with random alignment.

III. OVERLAP RESOLVING FEATURE MAP DESIGN

The design of the feature map is approached as a supervised
machine learning problem. Because spike sorting is inherently
unsupervised, the feature map is envisioned to be applied in a
train once, apply “anywhere” fashion. However, the meaning
of anywhere is limited to the usage of a fixed probe geometry
and spatio-temporal window, as will become apparent from
the details in this section.

Given its supervised nature, the design of the feature map
can be broken down into the following components:

• neural network architecture selection,
• overlap resolving cost function design,
• training data generation and augmentation process, and,
• training procedure.

In the following sections we will go into more detail on each
of these design components.

A. Neural network architecture selection

In this work we focus on the use of a multi-layer perceptron
(MLP) neural network architecture for the non-linear feature
map g : RNL → RM . Although other function families
exist, the MLP with a single hidden layer is known to
be a universal function approximator [31], meaning that it
can fit any continuous function up to an error that can be
made arbitrarily small by increasing the dimensionality of the
hidden layer. By incorporating additional hidden layers in the
network, the total number of artificial neurons that are needed
to achieve a certain error bound, can be drastically reduced
[32].

The deep neural network architecture that is used in this
work is shown in Fig. 3. The neural network takes an NL-
dimensional vector as input. The network contains three fully-
connected hidden layers with 2NL, NL and 1

5NL hidden
artificial neurons, respectively. Because of the fixed network
input dimensionality, we assume that the sampling frequency
of the neural recordings is constant throughout both the
training and actual spike sorting phases. The hidden neurons
use rectified linear unit (ReLU) activation functions [33]. The
output consists of M artificial neurons with linear activation,
where M is the desired dimension of the feature space. For
training regularization purposes we have included a dropout
layer [34] before every neuron layer. To complement the
dropout layer, the weights incident to each artificial neuron
are constrained to not exceed a specified maximum norm as
also proposed in [34]. The output of the hidden layers is
subjected to an optional batch normalization [35]. The middle
hidden layer is marked optional as well. Here, by optional
we mean that whether or not the optional feature is used, is
considered a hyperparameter. The hyperparameter exploration
will be discussed in Section IV.

B. Cost function

The model selection, as presented in the previous section,
only results in an architectural skeleton. In order to apply the
neural network g to recording data, the appropriate function
coefficients have to be chosen, leading to a concrete realization
of g.

In a typical supervised learning task, the coefficients of the
network are chosen to enable classification or regression. To
obtain such behaviour, the class labels or dependent variables
values yk are required during training for all k ∈ T , with
T the set of training samples. A realization of ĝ is then
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Fig. 3. Schematic representation of the fully connected MLP neural network architecture as used in this work. The network accepts an NL-dimensional vector
at its input (red). This input vector is transformed to an M -dimensional output vector (blue) via a chained projection onto three consecutive hidden layers,
prior to a projection onto the output neurons. The dimensionality of the hidden layers ordered from input to output is 2NL, NL and 1

5
NL, respectively.

Both the hidden layers and the output layer contain a dropout layer (yellow) for training regularization purposes. The hidden neurons make use of a non-linear
rectifier activation function (gray). The use of batch normalization (green) is explored in this work. The second hidden layer is marked as optional because
we will explore networks both with and without this layer.

obtained by tuning the coefficients until the (local) minimum
of a certain cost function is obtained:

ĝ = arg min
g

∑
k∈T

L (g (x̄k) ,yk) , (5)

where L is a training sample loss function, e.g., a least squares
criterion.

Irrespective of the choice of loss, the classical approach
to supervised learning with explicit training labels yk is
not suitable for use in spike sorting because of its inherent
unsupervised nature. Therefore, we propose the use of a cost
function where the training labels are used implicitly, i.e., the
network is not forced to produce a specific output, rather it
is instructed to learn an output representation which behaves
according to that cost function. The cost function that is
proposed in this work consists of four distinct terms that each
have a specific intended purpose. In what follows, the different
terms will be introduced one-by-one.

The loss function that is associated with the first term of
the cost acts on three spatio-temporal spike waveforms and is

given by

L1 (x̄i, x̄j , x̄i⊕j) = ‖g(x̄i) + g(x̄j)− g(x̄i⊕j)‖22 . (6)

with a slight abuse of notation, let x̄i = s̄i+n̄ and x̄j = s̄j+n̄

be a training sample spike of neuron i and j, respectively, each
with their own random noise component. x̄i⊕j = s̄i⊕ s̄j+n̄ is
a training sample representing two overlapping spikes involv-
ing neuron i and j. Minimizing L1 over g has the potential to
results in a feature map g that behaves linearly for non-aligned
overlapping spikes as described by (4).

Minimizing only L1, will result in the trivial solution
g(x̄) = 0 ∀x̄. To obtain a non-trivial feature map g, which
is suitable for clustering, L1 is combined with a second loss
term L2:

L2 (x̄i, x̄j) = exp
(
−‖g(x̄i)− g(x̄j)‖22

)
. (7)

When minimizing L2 over g, it will favour realizations of g
that result in a large distance in the feature space between a
pair of spikes from different neurons. As such, this term is
intended to maximize the between-cluster distance.
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To promote the clustering of spikes from the same neuron,
L3 is defined as

L3(x̄i, x̄
′
i) = ‖g(x̄i)− g(x̄′i)‖

2
2 , (8)

where x̄i and x̄′i are distinct spike samples from the same
neuron. As such this term serves to minimize the within-cluster
distance for the given neuron.

The compound cost function used in this work is composed
from the above three loss functions as follows:

∑
T
L1 (x̄i, x̄j , x̄i⊕j) + κ1L2 (x̄i, x̄j) +

κ2

(
L3(x̄i, x̄

σ
i ) + L3(x̄j , x̄

σ
j )
)

+

κ3

(
L3(x̄i, x̄

δ
i ) + L3(x̄j , x̄

δ
j)
)
,

(9)

where the sum operator
∑

acts on the training set T . A
single entry of the training set is a collection of training
example spikes

{
x̄i, x̄j , x̄i⊕j , x̄σi , x̄σj , x̄δi , x̄δj

}
from a pair

of training neurons (i, j) with i 6= j. Note that for a given
pair of neurons, multiple distinct entries can be present in
the training set. In this work the neuron identities, e.g., i and
j, serve as implicit labels, i.e., the cost function describes
how the feature map should behave for spikes of different
neurons, but it does not push the output to a predefined value.
x̄σ represents an amplitude scaled version of x̄. As such, the
terms that involve x̄σ (i.e. the terms weighted with κ2) serve to
penalize spike amplitude scaling variance in the desired feature
space. x̄δ represent a spike snippet that is superimposed with a
spike waveform of a different neuron that reaches its maximum
energy on another channel. As discussed in the following
section, neurons that reach their maximum spike energy on
a different channel are to be treated in separate clustering
problems (cf. divide-and-conquer clustering). Therefore, the
superimposed spike waveform is to be treated as physiological
noise and feature robustness against such noise is desirable.
More details on the specifics for x̄σ and x̄δ are given in
the next section. κ1, κ2 and κ3 are hyper parameters that
allow for an explicit trade-off between (a) the linear behavior
within the feature space1 , (b) the between-cluster distance
and (c) the within-cluster distance. Note that L1 does not
have an explicit hyper parameter because its importance can
be controlled relative to the other terms through κ1, κ2 and
κ3.

1Linearity within the feature space does not imply a linear behavior between
the input space and the feature space. Indeed, an amplitude scaling of a
spike will not result in an equal scaling of its feature vector, which is even
discouraged due to the κ3 term minimizing the within-cluster distance.

Biophysical simulation of spike templates

Spatio-temporal template alignment

Training / test split of the templates

Principal component analysis

PDF estimation for PCA projections

Sampling PDF and PCA backprojection

Fig. 4. Flowchart that contains the different steps that are involved for the
generation of training data.

C. Training data

Now that we have defined the structure of g, as well as a
criterion to optimally choose the coefficients of g, we need to
construct the actual training set T to perform the training. Fig.
4 depicts the different steps that are involved in the training
data generation process. These steps will be discussed in detail
in the remainder of this section.

In this work we make use of a data augmentation approach
for the generation of the training data. First, 634 spike tem-
plates s̄n ∈ RN2L from 634 distinct biophysically detailed
neuron models [36] are simulated using MEArec [37]. Note
that for these templates a temporal window of 2L is used
rather than L. This is done to make sure that the minimum
of an overlapping spikes segment with |si − sj | 6= 0 can be
temporally aligned within an L-window prior to computing
the feature map projection. In this work, the probe geometry
is equivalent to a single column of a neuropixel probe [2].
A single-column probe design is chosen here to aid the
training data generation process in terms of its spatio-temporal
aligment procedure (see below)2. The simulated sampling
frequency is chosen to be 32 kHz. The temporal window length

2Although the proposed feature map design is deemed to be probe-
dependent, the feature map design approach is not limited to the probe
geometry used in this work, i.e., the generation of training data can be re-done
when a different probe geometry is used.
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Fig. 5. Sixteen example simulated spatio-temporal spike templates are shown.
The waveform as impinging on a specific channel is given a unique color for
improved readability. The plotting distance between the channels is constant.

is chosen to be L = 32, which corresponds to 1 ms. The
minimum of every s̄n is positioned at the same sample index
through a spatio-temporal alignment procedure. The spatial
alignment results in all templates reaching their maximum on
the same channel. This might sound limiting, but we envision
the feature map to be used in a divide-and-conquer type
of spike sorting [38]. In a divide-and-conquer scheme, the
clustering analysis is performed for every electrode separately.
During this clustering, only spatio-temporal snippets are con-
sidered that reach their minimum on the same “dominant”
electrode. In such a case N is often taken to be the number of
electrodes that make up a local neighbourhood surrounding
the dominant electrode. In this work N = 10 is used. A
trained feature map can be re-used for all local neighbourhoods
that have a similar spatial configuration. Such a divide-and-
conquer approach has the advantage that it scales linearly with
an increasing number of electrodes and is an easy subject
for parallelism. One third of the simulated spike templates
is randomly selected and excluded from the further steps in

the augmentation process. This set of excluded templates are
reserved for testing in Section IV-B. We will refer to this set
as Stest The other two thirds, i.e., a total of 423 templates, are
further processed to create the augmented training data. We
will refer to this set of templates as Straining. Example simulated
templates are shown in Fig. 5. Note that these templates will
not act as training samples themselves, but instead will form
the basis for a synthetic model to generate training data.
A principal component analysis is performed on the set of
training templates. This requires the computation of the sample
covariance matrix over the training templates:

Rss =
1

|Straining|
∑

s̄n∈Straining

(s̄n − 〈Straining〉) (s̄n − 〈Straining〉)T ,

(10)
where |Straining| indicates the cardinality of Straining and
〈Straining〉 is the mean training template. The principal com-
ponents are then computed through the eigendecomposition
of Rss = UΣUT , where the columns of U contain the
normalized eigenvectors and Σ is a diagonal matrix with the
eigenvalues on the main diagonal. Without loss of generality,
we assume that the elements of Σ are sorted in ascending
order. We then select the first 30 columns of U to construct
a principal components subspace U1:30 ∈ RN2L×30 that
accounts for approximately 99% of the training templates
energy.

Consider vn = U1:30T (s̄n − 〈Straining〉) to be the principal
component projections of a mean-corrected training template.
Let vkn be the projection of s̄n onto the kth principal com-
ponent. For each k = 1 : 30, we estimate the probability
density function (PDF) Pk(vk) across all samples vkn for
n = 1, . . . , |Straining|. We use a non-parametric kernel-density
PDF estimation method with a Gaussian kernel [39] and a
bandwidth factor of 0.1. The bandwidth factor was chosen
based on visual inspection. Fig. 6 shows a visual representation
of the estimated PDFs for the first four principal compo-
nents, which are shown on top of the normalized projection
histograms. A similar quality of fit was seen for the other
principal components as well. Note that we model the PDF
for each k separately instead of a joint PDF, to avoid the curse
of dimensionality, which is supported by the uncorrelatedness
of the entries in v due to the PCA procedure. Sampling each
of the thirty distributions consecutively leads to an observed
random mean-corrected training template in the principal
component subspace. By projecting this observation back to
the original space and re-adding the mean template, a new
training template can be generated:

ˆ̄s = U1:30v + 〈Straining〉, (11)
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where the kth entry of v is sampled from Pk. Such example
augmented spike templates are shown in Fig. 7. This figure
also contains a non-spatially aligned example. Such non-
aligned examples are removed from the set of augmented
training templates. In this work a set of 25000 random
augmented test templates is generated.

Given two distinct augmented training templates ˆ̄si and ˆ̄sj ,
a training set entry can be generated from following equations:

x̄i = rL
(
ˆ̄si
)

+ n̄ (12)

x̄j = rL
(
ˆ̄sj
)

+ n̄ (13)

x̄i⊕j = rL
(
ˆ̄si ⊕ ˆ̄si

)
+ n̄ (14)

x̄σi = rL
(
αiˆ̄si

)
+ n̄ (15)

x̄σj = rL
(
αjˆ̄sj

)
+ n̄ (16)

x̄δi = rL
(
ˆ̄si ⊕ ˆ̄sδk

)
+ n̄ (17)

x̄δj = rL
(
ˆ̄sj ⊕ ˆ̄sδk

)
+ n̄, (18)

with rL the temporal realignment-and-truncate operator that
results in a temporally aligned spike waveform with a temporal
window size of L samples. The alignment procedure used
in this work consists of placing the minimum value of the
(compound) spike waveform at the center of the temporal
window. In this work the random relative shift between two
spike waveforms is sampled from a uniform distribution that is
bounded between -10 and 10. With a slight abuse of notation,
let all n̄ be random Gaussian spatio-temporal white noise with
an average SNR of 30 dB (see Section IV-B). αi is a random
scaling factor associated with the neuron i that is sampled from
a uniform distribution that is bounded between 0.8 and 1.2.
ˆ̄sδk is a spike waveform that reaches its maximum energy on
a different channel than ˆ̄si and ˆ̄sj . As such, ˆ̄sδk is included to
model overlap from neurons that reach their minimum spike
trough on a different channel. Note that such non-spatially
aligned overlapping spikes have to be treated as a source of
noise in a divide-and-conquer clustering setting. By randomly
sampling (with replacement) ˆ̄si and ˆ̄sj with i 6= j from the
25000 augmented templates, a total of 1000000 training set
entries {(12)-(18)} are generated to form the training set T .

D. Training procedure

Given the model structure, cost function and training data,
we can optimize the model to minimize the cost over the
training data. To this end, we make use of Adam [40], which
is a stochastic gradient descent algorithm that makes use of
parameter-specific adaptive learning. Adam is operated with its
default parameter settings as implemented in TensorFlow [41].

We perform the training in random batches of 1000 training
set entries per iteration.

To prevent overfitting during training we apply dropout
regularization, as already mentioned in Section III-A. The
dropout fraction, i.e., the fraction of random connections that
are removed from the network during every training step, is
treated as a hyperparameter and will be discussed in the next
section. To further improve the training immunity with respect
to overfitting, we make use of early stopping [42] to terminate
the training iteration. If the cost evaluated on a validation set
does not decrease for 5 consecutive optimization passes over
the entire training set, the training is terminated. The validation
set V consists of a random 30% sample of the training data
set T . The final model that is retained is the model with the
lowest validation cost.

IV. EXPERIMENTS

A. Hyper parameter exploration

The model as presented in Section III-A depends on four
continuous hyper parameters: κ1, κ2, κ3, and the dropout
fraction. For each of the four continuous hyper parameters
we explore three predefined values: κ1 ∈ {1, 10, 100},
κ2 ∈ {0.1, 1, 10}, κ3 ∈ {0.1, 1, 10} and drop out
fraction ∈ {0.2, 0.4, 0.6}. Note that the values of the different
κ are relative to each other and to the first term of (9).
Only three values are considered for every parameter to limit
the dimensionality of the exploration space. Furthermore, we
consider the usage of two optional features as additional binary
hyper parameter: the use of batch normalization and the use
of a third hidden layer. Training a feature map for all possible
combinations of the described hyper parameter settings results
in a total of 324 models.

Because the cost function is directly modulated by the
choice of κ, the cost function value can not be used to
assess the spike sorting performance of the different models.
Furthermore, note that the training is example-based, i.e., the
training is performed over the training set entries that each
consist of only seven spike waveform examples at a time.
In this section we use a higher number of spike waveforms
for each pair of neurons (i, j) to enable a proper clustering
analysis. For every pair of neurons, a set U(i,j) of 300 spike
snippet are generated:

• 100 samples of x̄αi ,
• 100 samples of x̄αj , and,
• 100 samples of x̄αi⊕j that is defined as an overlapping

spikes snippet where each of the individual spike tem-
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Fig. 6. Normalized projection histograms are shown in blue for the first four principal components of the set of “training templates” Straining. The projection
histograms are constructed by projecting all entries of Straining onto the respecitve principal component. For every histogram, the respective continuous
probability density estimate is shown in red.

plates are randomly scaled prior to the application of the
⊕-operator.

For each spike snippet there is a 5% chance that a random non-
spatially aligned spike is superimposed. The neuronal spike
templates from which the snippets are derived are templates
from the validation set V that is used for the early stopping
regularization3. Given these 300 spikes, a K-means clustering
is performed with K = 3.

To quantify the clustering performance, we compute two
additional metrics: the adjusted Rand index [43] and the center
prediction error (CPE).The adjusted Rand index is a widely
used metric to assess the clustering performance. The center
prediction error e(i,j) between neurons i and j is defined here
to be a measure of the targeted ‘linear behavior’ of the feature
map as shown in (4):

e(i,j) =
‖ci⊕j − (ci + cj)‖√

1
|U(i,j)|

∑
x̄k∈U(i,j) ‖g (x̄k)− cx̄k

‖2
, (19)

3The fact that these templates have been used for training purposes is not
an issue for the model selection, because the model is not directly optimized
for the model selection metrics that are used here.

where the different c indicate the cluster centers. cx̄k
denotes

the cluster center from the cluster to which a certain spike
waveform x̄k from U(i,j) is assigned. The denominator of e(i.j)

is a measure of the overall within-cluster spread that is related
to the root mean square error.

Given the clustering results for a pair of neurons (i, j),
both the Rand index and CPE can be computed for that pair.
This procedure is repeated for a total of 100 validation pairs,
resulting in an average rand index and CPE for every feature
map. The average metrics for every feature map resulting from
this hyper parameter exploration experiment are shown in Fig.
8.

As a first feature map selection criterion, we choose to
minimize the center prediction error because we highly value
the resolution of overlapping spikes in this work. Fortunately,
from our experimental data (see Fig. 8) there seems to be a
strong negative correlation between the center prediction error
and Rand index, such that feature map selection based on
the center prediction error also leads to excellent clustering
behaviour.

From Fig. 8 we can also obtain an insight into the effects
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Fig. 7. Sixteen example augmented spike templates generated from (11).
The waveform as impinging on a specific channel is given a unique color
for improved readability. The plotting distance between the channels is
constant. For illustrative purposes, an augmented spike template that reaches
its maximum energy on a different channel than intended (and which is
excluded from the further analysis) is shown in grey.

of the different parameters on the spike sorting performance.
For κ1 we see that its actual value does not have a major
impact on the spike sorting performance, both in terms of
Rand index and center prediction error. For κ2 we see that
this parameter affects the CPE. This dependency is likely
due to the normalization with respect to the within-cluster
spread in the computation of the CPE. The effect of κ3 is
most pronounced for the clustering performance, i.e., focusing
too much on robustness against non-spatially aligned overlap
will deteriorate the clustering performance. For the use of
batch normalization, the optional layer and the value of the
dropout fraction, we could not see any clear effect on the
spike sorting performance. The minimum CPE model that we
finally selected for further analysis and comparison has an
average CPE of 0.300 and average Rand index of 0.971 for
the validation data. The hyper parameters associated with this

model are: κ1 = 1, κ2 = 0.1, κ3 = 0.1, batch normalization
is not used, the optional layer is used (resulting in a so-called
deep neural network [32]) and a dropout fraction of 0.2 is used
during training. It is noted that the model with maximum Rand
index only reached a slightly higher Rand index of 0.975 but
had a more than double center prediction error of 0.660.

B. Sorting overlapping spikes benchmark

Given the final feature map from the previous section,
we can benchmark our method against the state-of-the-art
for overlap resolution. The method that we have presented
here is unique, in that it is the only method according to
our knowledge that has the capability of resolving spike
overlap directly in the feature space without the need for
first extracting single-unit templates from the recording. Given
that there is no feature space benchmark available that we
could compare against, we resort to a state-of-the-art matched
filtering technique for resolving spike overlap. The matched
filter post-processors that we compare against are signal-to-
peak-interference ratio (SPIR) optimal linear filters [23]. The
desired SPIR was set to 20 dB and a subspace regularization
[44] was applied, which accounts for 90% of the signal power.
Finally, a fixed detection threshold of 25% of the template
response output power (which is known by design) was used
on the SPIR-optimal filter output to perform the final spike
detection/classification. In this section, we also report the spike
sorting accuracy for a clustering-based approach (also using
K-means with K=3 for every pair of test neurons) which uses
PCA features. The features are computed by projecting the
data on three principal components. By comparing our method
against a PCA clustering-based approach, we can assess the
loss in accuracy when not accounting for overlapping spikes.

It is important to realize that the presented feature map
approach and SPIR-optimal benchmark are very different, and
this difference should be taken into consideration when com-
paring the sorting accuracy of the different methods. Use of the
presented feature map approach is ultimately an unsupervised
clustering approach, whereas the use of template matching
post-processors is a binary PU-learning classification problem.
This means that the feature map approach is uninformed about
the spike waveforms of the neurons under study during the
feature map training, whereas the template matching approach
depends on the availability of the spike waveform for the
matched filter design. Therefore, we do not expect the feature
space approach to perform better than template matching
approaches due to the fundamentally different prior knowledge
assumptions. At best, our presented feature map approach
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Fig. 8. The six plots in this figure show the average rand index (x-axis) and center prediction error (y-axis) over the the validation pairs for all feature maps
in the exploration experiment. The lowest right-most point corresponds to the best performance. Each plot contains the same values, but has a unique color
coding that is informed by one of the hyper parameters as indicated in the respective legends.

would result in a similar performance, but using a simplified
processing pipeline. Furthermore, in this section, we will make
use of other accuracy metrics, as compared to the previous
section, that are applicable to both approaches and that are
also more commonly used for spike sorting validation, i.e.,
precision and recall. Precision is equal to the fraction of true
positive detections over the total number of detection, whereas
recall is the fraction of true positive detections over the total
number of ground truth positives.

The test data that is used in this section consists again of 100
pairs of neurons, but here we make use of the biophysically
simulated test templates in Stest. Note that these templates
were obtained from neuronal models that are kept out of

the data augmentation process for the generation of random
training and validation templates. Furthermore, rather than
using spatio-temporal white noise as during the training and
hyper parameter exploration, here, we embed test spikes in
real neural recordings [45] which are acquired from a record-
ing device with the same probe geometry as was used for
the simulations. The injection of the biophysically simulated
spikes into this recording allows to quantify the spike sorting
performance since the ground-truth spikes/clusters are known.
For every pair we generate 300 spike snippets as in the
previous section, but we don’t add artificial non-spatially
aligned spikes, because the recording already contains such
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interfering spikes.

In Fig. 9, the spike embeddings for a pair of test neurons
injected in a real recording are shown. From this figure, it is
clear that the different clusters are largely separable. Note that
the color coding is based on ground-truth labels and not on
the actual clustering results. Through the vector addition of the
cluster centers from the single-neuron clusters, an estimate of
the center of the overlapping spikes cluster can be obtained.
The estimated center is indicated in Fig. 9 by a black cross
and it is shown to be close to the actual cluster center of
the overlapping spikes cluster. The cluster centers that are
used here are obtained directly from the clustering analysis
(i.e., they are not based on the ground truth labels). From this
example, it is clear that the feature map generalizes in terms
of spike sorting and overlap resolving capabilities for this test
pair.

Fig. 10 summarizes the spike sorting performance for
the proposed feature map approach, SPIR-optimal filtering
approach and PCA-based approach for all test pairs. The
feature map approach has a median precision of 99% and
a median recall of 98.5%, whereas for the SPIR-optimal
filter this is 100% for both. For the PCA-based clustering

approach a median precision of 93.3% and a median recall
of only 50% is noted. From this comparison it is clear that
both the proposed approach and SPIR-optimal filter achieve
a very good spike sorting performance, although the SPIR-
optimal filter approach slightly outperforms the proposed
feature map approach. However, our proposed feature map
approach is superior to the PCA-based approach in the context
of overlapping spikes. As already mentioned, the SPIR-optimal
filter approach requires the spike templates to be known. In
this work we assume that all spike templates are known,
which is very unlikely to be the case in practice. Furthermore,
because the feature map approach is unsupervised, it can not
benefit from this assumption. Although the proposed feature
map performs worse than the SPIR-optimal filter benchmark,
its performance is still at an acceptable level. Note that we
are only able to express the clustering performance of 94%
and 90% of the test pairs in terms of precision and recall
for the feature map approach and the PCA-based approach,
respectively. This can be understood from the fact that the
K-means clustering used here, sometimes groups together the
single-neuron clusters into a single cluster such that this cluster
can only be arbitrarily assigned to one of the two neurons.
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Fig. 10. The precision and recall boxplots are shown for both the proposed
MLP feature map approach (red), the SPIR-optimal filter approach (blue) and
a principal component feature map approach (yellow). The median values for
the different metrics are depicted in orange. Outliers are shown as grey dots.
For the MLP and principal component feature map approaches, we could only
express the sorting performance in terms of precision and recall for 94% and
90% of the test pairs, respectively (see text).

This is a common problem in spike sorting, which implies
that no single-unit activity can be extracted for these neurons.
This issue can be potentially resolved by using more advanced
clustering techniques [46], which is beyond the scope of this
paper. As the SPIR-optimal filtering is here computed from
the ground-truth templates (instead of the cluster centroids),
it does not suffer from this issue. However, in reality these
templates should also be extracted from a prior unsupervised
clustering [23].

The overall high spike sorting accuracy for both the pro-
posed approach and SPIR-optimal filtering approach is driven
by the high SNR spike trains that we have used for both
training and testing. The signal power that is used here to
compute the SNR is the peak power of the spike waveforms.
The SNR of the test templates that are used in this section
are situated between 25 and 38 dB, with an average of 30
dB. This SNR range is similar to the SNR range used during
training. For such high SNR neurons our proposed feature
space approach can thus be used to reliably sort and resolve
overlapping spikes. Peak SNRs of 20 to 30 dB do occur in
practice and these spike trains are usually easy to detect and
can be reliably sorted, as was shown in the previous analysis.

In Fig. 11 we investigate whether the resulting feature map
generalizes to other SNR scenarios. The SNR measures that
are reported in the graph are the mean SNRs that correspond
to a specific noise level. The 30 dB case corresponds to the
case that was presented in Fig. 10. When further increasing
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Fig. 11. The precision (red) and recall (blue) are shown for four different mean
SNRs: 10 dB, 20 dB, 30 dB and 40 dB. The median metrics for each scenario
are indicated in orange. The depicted measure of spread corresponds to the
non-outlier boxplot interval, i.e., Q1−1.5IQR and Q3+1.5IQR, where IQR
is the inter-quartile range. For each mean SNR the proportion of test pairs for
which the sorting accuracy can be expressed in terms of precision and recall
is shown between brackets.

the SNR to an average of 40 dB the spike sorting performance
further increases with a median precision and precision of both
100%. We were able to express the sorting accuracy in terms of
precision and recall for 96% of the test pairs. When decreasing
the SNR to an average of 20 dB, the median precision and
recall decrease to 85.1% and 84.2% respectively. For the 20
dB case we were able to express the spike sorting performance
in terms of precision and recall for 88% of the test pairs.
Finally, for the 10 dB case the median precision and recall
further decrease to both 66.2%. For this final case, we were
only able to express the sorting performance for 17% of the
test pairs (which also explains the low spread compared to
the 20 dB case). We can conclude from this experiment that
the resulting feature map does not generalize for the lower
SNR scenarios that were unseen during training. A potential
retraining with lower SNR spike waveforms could improve the
sorting performance for these scenarios.

V. DISCUSSION AND CONCLUSION

We have presented a feature map that is capable of resolving
spike overlap in the feature space. Overlapping spikes clusters
are identifiable by means of a simple vector addition of pairs
of cluster centers. If the sum of the cluster centers from a pair
of clusters is sufficiently close to the center of a third cluster,
this third cluster is believed to contain spike snippets that are a
superposition of spikes from the pair of neurons corresponding
to the pair of clusters. This approach is particularly interesting,
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because the feature map has to be trained only once. After this
initial training, the feature map is intended to be used without
any retraining on other recordings that have a similar recording
setting. We have validated this usage scenario by showing that
the proposed feature map and its overlap resolution capabilities
generalize to data that was unseen during training.

In Section III we have broken down the design of the
feature map into its different ingredients: model selection,
cost function, training data and training procedure. Although
we have shown that our feature map is capable of sorting
overlapping spikes to a large extent, our method performed
slightly worse compared to the state-of-the-art. Although we
don’t expect a feature map approach to outperform a state-
of-the-art (SPIR-optimal) matched filtering approach due to
the fundamental difference in learning paradigm and available
prior knowledge, a further and deeper exploration of the design
space could further close the gap between the two paradigms.
Unfortunately, the design space is infinitely large, which forces
researchers to narrow down the free parameters.

However, in case of future research in this field, the
proposed multi-layer perceptron architecture could be further
improved or other neural network families could be con-
sidered, e.g., convolutional neural networks. The proposed
cost function can also be further tweaked, e.g., to account
for overlapping spikes snippets from the activity of three or
more neurons. However, support for multiple overlap (as well
as other additional cost terms) is likely to trade off with
other feature map characteristics, such as cluster separability,
which could hamper the sorting performance. Therefore, it is
important to assess the need for additional cost term modelling
based on how these terms affect the sorting performance, i.e.,
both with and without the additional term involved. Other
cost function related improvement could be integrated to
account for neuronal bursting and probe drift [47]. A design
component in this works that remains largely unexplored are
the use of different optimization algorithms and regularization
approaches, that might also lead to alternative feature map
approaches with improved sorting capabilities.

We believe that the general success of domain-specific
learning-based spike detection and feature map building blocks
for spike sorting will depend on the availability of data
augmentation approaches that generalize to real recordings.
In this work we have proposed a simple approach based
on simulated templates, that was capable of generalizing to
realistic recordings that contained simulated test templates
embedded in real recording noise. Note that the realistic
recording noise was not available during training. Apparently,

the feature map did not work well for low-SNR regimes. In
future research, the training could be repeated, taking into
account realistic noise conditions and a wider range of signal-
to-noise ratio conditions. Such a training might even lead to a
feature map with noise-reduction capabilities. Finally, we don’t
think learning-based building blocks will generalize between
distinct recording devices, e.g., different probe geometries,
and this is a limiting practical factor when compared to
non-domain-specific approaches that are widely used today.
We recognize that the proposed data augmentation method
heavily depends on the availability of realistic simulation data,
which could hamper its adoption when a wide variety of
recording devices are of interest to a specific user. Therefore,
we encourage future research on data augmentation procedures
that take real recordings at their input. Nonetheless, the use of
domain-specific building block has the potential to overcome
long standing spike sorting challenges. For example, in our
work, the template estimation bias due to overlapping spikes
is circumvented through an integrated feature space approach.
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