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**Unconstrained Optimization**

**Problem:** $\min_w f(w)$

First order necessary conditions (FONC): $\nabla f(w) = 0$

Find the zeros of FONC: Iteratively solve

$$\nabla f(w_k) + \nabla^2 f(w_k) p_k = 0$$
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1. determine a (descent) direction \( p_k \)
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4. check for convergence and return the solution
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Lagrangian Function

\[
\mathcal{L}(w, \lambda, \mu) = f(w) - \lambda^T g(w) - \mu^T h(w)
\]

1\textsuperscript{st} Order Necessary Conditions: the KKT system

\[
\begin{align*}
\nabla_w \mathcal{L}(w^*, \lambda^*, \mu^*) &= \nabla f(w^*) - \nabla g(w^*) \lambda^* - \nabla h(w^*) \mu^* = 0 \\
\nabla_\lambda \mathcal{L}(w^*, \lambda^*, \mu^*) &= g(w^*) = 0 \\
\nabla_\mu \mathcal{L}(w^*, \lambda^*, \mu^*) &= h(w^*) \geq 0 \\
\mu^* &\geq 0 \\
\mu^*^T h(w^*) &= 0
\end{align*}
\]
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**Without Inequalities**

- Linearize the KKT system

\[
\begin{bmatrix}
\nabla_w^2 \mathcal{L} & \nabla g \\
\n\nabla g^T & 0
\end{bmatrix}
\begin{bmatrix}
\Delta w_k \\
\lambda_{k+1}
\end{bmatrix}
= -
\begin{bmatrix}
\nabla f \\
\n\end{bmatrix}
\]

- Solve the linear system

---

**With Inequalities**

The last 3 KKT conditions are nonsmooth. At each iteration solve the QP

\[
\minimize \Delta w_k \quad \frac{1}{2} \Delta w_k^T \nabla_w^2 \mathcal{L} \Delta w_k + \nabla f^T \Delta w_k \\
\text{subject to} \quad g + \nabla g^T \Delta w_k = 0 \\
\quad \quad h + \nabla h^T \Delta w_k \geq 0
\]
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\begin{align*}
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NMPC at time $i$

\[
\begin{align*}
\min_w & \quad f(w) \\
\text{s.t.} & \quad g(w) \\
& \quad h(w) \geq 0
\end{align*}
\]

Iterative procedure:

1. Given current guess $w_k$, $\lambda_k$, $\mu_k$
2. **Linearize** at $w_k$, $\lambda_k$, $\mu_k$: need 2\textsuperscript{nd} order derivatives for $B(w_k)$
3. Make sure Hessian $B(w_k) \succ 0$: avoid negative curvature
4. Solve QP
5. Globalization (e.g. line-search): **ensure descent**, stepsize $\alpha \in (0, 1]$

6. Update

\[
\begin{bmatrix}
w_{k+1} \\
\lambda_{k+1} \\
\mu_{k+1}
\end{bmatrix} = \begin{bmatrix}
w_k \\
\lambda_k \\
\mu_k
\end{bmatrix} + \alpha \begin{bmatrix}
\Delta w \\
\Delta \lambda \\
\Delta \mu
\end{bmatrix}
\]

and iterate
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Specific Structure of $f(w)$

$$\begin{align*}
\text{minimize} & \quad \frac{1}{2} \| F(w) \|_2^2 \\
\text{subject to} & \quad g(w) = 0 \\
& \quad h(w) \geq 0 \quad (2)
\end{align*}$$
Specific Structure of $f(w)$

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \| F(w) \|_2^2 \\
\text{subject to} & \quad g(w) = 0 \\
& \quad h(w) \geq 0
\end{align*}
\]

(2)

Gauss-Newton Hessian Approximation

Linearize inside the norm to obtain

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \| F(w_0) + J(w_0) \Delta w \|_2^2 \\
\text{subject to} & \quad g(w_0) + \nabla g(w_0)^T \Delta w = 0 \\
& \quad h(w_0) + \nabla h(w_0)^T \Delta w \geq 0
\end{align*}
\]

where $J(w_0) = \nabla F(w_0)^T$. 
Why Does it perform well?

- **Exact Hessian:**
  \[
  \nabla_w^2 \mathcal{L} = \nabla^2 f - \sum \lambda_i \nabla^2 g_i - \sum \mu_i \nabla^2 h_i \\
  = J^T J + \sum F_i \nabla^2 F_i - \sum \lambda_i \nabla^2 g_i - \sum \mu_i \nabla^2 h_i
  \]

- **Gauss-Newton Hessian:**
  \[
  \nabla_w^2 \mathcal{L} \approx J^T J
  \]

**No need for**
- 2nd order derivatives
- Lagrange multipliers

When Does it perform well?
- \( \|F\| \) small: good fit
- \( \nabla^2 F_i \) small: residuals \( F \) nearly linear
- \( \|\lambda\| \) and \( \|\mu\| \) small: true when \( \|F\| \) small
Wide Range of Applications

- System identification:

  \[ \min_p \| y(p) - y \|_S^2 \]

- Model Predictive Control:

  \[ \min_{x,u} \| x - x^r \|_Q^2 + \| u - u^r \|_R^2 \]

- Moving Horizon Estimation:

  \[ \min_{x,u} \| y(x, u) - y \|_S^2 \]