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Abstract—This article presents the flow and techniques used to
design a low-power digital signal processor chip used in a hearing
aid system implementing multiband compression in 20 bands, pat-
tern recognition, adaptive filtering, and finescale noise cancella-
tion. The pad limited 20 mm2 chip contains 1.3 M transistors and
operates at 2.5 MHz under 1.05-V supply voltage. Under these con-
ditions, the DSP consumes 660W and performs 50 million 22-bit
operations per second, therefore achieving 0.013 mW/Mops (milli-
watts per million operations), which is a factor of seven better than
prior results achieved in this field. The chip has been manufactured
using a 0.25- m 5-metal 1-poly process with normal threshold volt-
ages. This low-power application-specific integrated circuit (ASIC)
relies on an automated algorithm to silicon flow, low-voltage oper-
ation, massive clock gating, LP/LV libraries, and low-power-ori-
ented architectural choices.

Index Terms—Algorithm optimization, digital signal processing,
gated clock techniques, low power design.

I. INTRODUCTION

T HE HEARING AID of which this DSP chip (Fig. 1) is a
part does not replace an existing analog counterpart. It is

designed from the beginning to be a high-end digital processing
system with features which are only feasible with this specific
technology. Examples of these features are multiband compres-
sion, pattern recognition, adaptive filtering, and noise cancella-
tion.

The hearing aid system contains three chips which are physi-
cally stacked one on the top of the other. On the top of the struc-
ture, a standard 64-kB EEPROM stores all the fitting parame-
ters. In the middle, the analog front-end ASIC [2] implements
the programmable gain amplifier (PGA), analog-to-digital con-
verters (ADCs), and serial interface of the signal path as well as
a frequency-shift keying (FSK) receiver for the remote control
of the system and support blocks such as the oscillator, booster,
regulator, and references. At the bottom is the DSP chip which
is presented in this article. One must notice that this chip, for as-
sembly reasons, can not be smaller than 20 mm, which allows
a high gate count.
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Fig. 1. Chip micrograph (parts of the design are hidden by metal filling
structures).

The products based on this chipset must fit in the ear. Volume
limitations for such devices are thus important and batteries
have to be very small. The power consumption then becomes a
limiting factor. Therefore, power consumption is the main con-
cern of this article.

Target performances for the DSP chip were 50 million opera-
tions per second (Mops) with less than 1-mW power consump-
tion under 1.2 V. Test coverage in production had to be over
97%, with an ability to perform a self-test in the application for
a final test in the assembly line.

The article starts with an introduction in which the final
hearing aid system and its constraints are presented. Then,
as a reminder, well-known power reduction principles are
enumerated. In the next six sections, it will be shown how these
principles are applied at different levels of the design, from
algorithm optimization down to gate-level implementation.
The final chip performances are then discussed followed by a
conclusion on the chosen approach.

II. POWER REDUCTION PRINCIPLES

The starting point of the optimization for power is (1), where
is the supply voltage, the operating clock frequency,
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the sum of the capacitances of all the nodes in the circuit, and
the average activity of the circuit.

(1)

This equation is valid for conventional non-adiabatic digital
CMOS designs and neglects the direct switching and static
power consumptions. It is a reasonable starting point for
first-order power consumption estimations and optimization
strategies in applications where the power budget is dominated
by the dynamic operating current.

Several principles for low-power design are derived from (1).
Here, a nonexhaustive list is given for the best known of them.

1) Supply voltage reduction can be achieved through:

a) parallelism [3];
b) process optimization (low ).

2) Activity reduction:

a) algorithmic complexity reduction;
b) activity control at architectural level;
c) gated clocks;
d) memory partitioning.

3) Capacitance reduction:

a) gate level optimizations;
b) low-power libraries.

For our design, the decision has been made at the beginning of
the project to optimize as much as possible at the higher levels of
the design: algorithm, system, and architecture. The project had
to rely on a standard automated flow and commercially avail-
able tools, libraries, and processes to ensure the portability and
durability of the design. This removed a number of optimization
possibilities, for instance, asynchronous design methodologies
as in [4], special low processes, or hand-optimized gate-level
netlists and layouts. But even so, enough degrees of freedom
remain available to achieve a very power-efficient implementa-
tion.

III. A LGORITHM OPTIMIZATION

The algorithm optimization directly affects the activity of the
design by the number of operations to be performed as well as
by the width of the operands.

The operands’ width has been reduced to 22 bits by per-
forming an appropriate scaling of the algorithm. This width
cannot be reduced further due to numerically sensitive feedback
loops in the algorithm and to the extension of the dynamic range
of the signal in the frequency domain in which most processing
is performed. The gain compared to the original unscaled algo-
rithm is of roughly 30%.

The input data are processed by frames of 32 samples. In-
stead of having all the processing performed during one frame,
the computing of slowly varying variables has been spread over
several frames. This multirate processing technique reduces the
operation count by up to 60%.

The original algorithm uses the minimum required number
of constants resulting from its functional definition. But some
of the values calculated during the algorithm processing depend
only on these constants, without any signal or state dependency.
In the final algorithm, these calculations have been replaced by

Fig. 2. Simplified block diagram with a data flow control distribution example.

reading precalculated additional constants stored in memory.
The constants’ number increases therefore by 20% in our al-
gorithm but the resulting operation count gain is around 15%.

Finally, for decision steps in the algorithm, estimators were
used instead of exact results. The sum of the absolute values
instead of the sum of the squares for a power estimation is a
trivial example for such an approach. Such an optimization leads
to an additional operation count gain of about 15%.

The overall optimizations result in a gain factor of more than
five measured in operation counts between the original and the
final bit-true algorithm, without sacrificing performance.

IV. DISTRIBUTED CONTROL

At the chip level, a well-mastered activity management has
to be enforced to bring all unnecessary functions to a near-zero
power consumption when not used. One of our approaches to
handle this issue was to distribute the control over the system.
We implemented several small independent state machines con-
trolling the different functions of the chip. The interactions be-
tween state machines are minimized by a proper partitioning and
by turning off their clocks until a start condition is detected.

An example of that is the three levels of control used for the
operation of the DSP (Fig. 2). The highest level is an 8-bit micro-
processor which supervises the whole hearing aid system opera-
tion. Its power dissipation is around 200W in operation. How-
ever, the processor is only needed to handle exceptional events:
startup and selftest, user requests either from remote control or
from manual switches, fitting program changes due to new en-
vironment detection, and finally, error conditions.

The second level, the so-called frame synchronizer, performs
two functions: data stream control in the signal path and com-
munication interface between the DSP supervisor and the mi-
croprocessor. This is a very small state machine, running all the
time. It provides control signals to the serial interface, to the
memory subsystem, to the DSP and to the DAC to synchronize
the data stream between them. At the same time it provides al-
gorithm execution parameters to the DSP supervisor and restarts
the microprocessor if special events are issued by the DSP.
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Fig. 3. Algorithm to silicon flow with Mistral2.

The third level is another small state machine which controls
the algorithm execution on the DSP. The DSP can execute basic
functions of the complete algorithm. According to the fitting of
the hearing aid and to the particular environment, different parts
of the algorithm are enabled or disabled. The DSP supervisor
launches the basic functions according to the particular program
running at one time. The state machine implements the control
in a more efficient way than the DSP would. Also, once the
processing for a group of data is finished, the DSP’s clocks can
be turned off, until new data become available.

This proper control distribution enables several savings in
power consumption, namely:

1) to completely stop the microcontroller during the normal
operation of the hearing aid;

2) to have less than 1W consumed in the state machine
controlling the whole data stream between the serial audio
input and the DAC;

3) to reduce by 10 W the power consumption of the DSP
processor using an external algorithm execution super-
visor.

V. DSP ARCHITECTUREOPTIMIZATION

A systematic architectural solution to reduce power consump-
tion is the usage of massively parallel processing. For a given
computational performance, one can reduce the operating fre-
quency and therefore the operating voltage and the power con-
sumption.

The DSP processor has been generated by means of Mistral2
[5], a high-level architectural synthesis tool which uses a DFL
or C description of the algorithm as input. This tool is integrated
in a consistent design environment which provides support for
high-level and bit-true simulation, architectural synthesis, opti-
mization, and validation (Fig. 3).

The generic architecture of the generated processor is shown
in Fig. 4. It can be noticed that there is a complete freedom on
the number of execution units and on the way they are intercon-
nected. Therefore, one can add any kind of hardware resources

which are needed to enhance the processing bandwith. The ex-
ploration of the design space is very fast, so one can experiment
a new architecture and its effects on performances in a couple
of minutes.

The optimizations performed at the DSP level were to con-
figure the datapath to always have the longest possible pipeline
to execute a specific loop of the algorithm. This has two advan-
tages.

1) The DSP operating frequency is reduced by parallelism.
2) The number of memory accesses is drastically reduced.

An example of the joint optimization performed on both
dataflow and function level is a 128-point real-data fast Fourier
transform (FFT) implementation. Typical algorithms are
usually optimized for the number of operations, but rarely in
terms of memory accesses, which is equally relevant from
a power point of view. The implemented FFT algorithm
instead minimizes memory accesses through the choice of
a high radix butterfly and by integrating data windowing
and filtering operations within the pipeline. This modified
radix-8 implementation of a dedicated real-data FFT algorithm
(derived from [6], Fig. 5) results in a seven-stage pipeline
implementation (Fig. 6). The high radix not only guarantees
a high throughput at low operating frequencies (158 cycles to
process the 128-real-points FFT) but minimizes the number of
memory accesses and operation count as well. In particular,
the number of power costly general complex multiplications is
limited to a mere 64 per execution of the FFT. The complete
FFT processing results in 3296 22-bits operations (640 memory
accesses, 544 multiplications, and 2112 additions) performed
in 158 cycles; therefore the DSP executes on average over 20
operations per clock cycle.

A central element of the DSP is the complex multiplier,
made out of three Wallace tree multipliers and five adders.
This element is reused in several ways in different pipelines
for the FFT, nonlinear functions (Figs. 6 and 7), or other
parts of the algorithm. The possibility to create these different
pipelines originates from the many different operations a specific
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Fig. 4. Generic Mistral2-generated DSP architecture.

Fig. 5. Signal flow graph of one of the four radix-8 butterflies used to implement the 128-real-points FFT.

hardware unit can perform. There are twelve modes for the
complex multiplier, which makes it versatile at a minimal
hardware overhead cost compared to its basic function. The
granularity of the operations is an important factor as well:
simple general-purpose execution units can easily be reused in
different pipelines. The nonlinear functions have for example
been spread over different units which are combined in several
ways in three-stages pipelines to compute the various nonlinear
functions (Fig. 7).

Special care has been taken in the control part of the DSP
to keep the inputs of the execution units stable when they are
not used to perform an useful operation, therefore reducing the
activity. A peephole optimization technique was implemented
in the architectural synthesis tool for this purpose. The way the
DSP accesses the memories has been enhanced as well, sup-
porting now three kinds of operations,READ, WRITE, andNOP,
thus taking full advantage of the almost-zero power consump-
tion of the memories when they are not accessed.
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Fig. 6. Simplified radix-8 FFT pipeline (bypasses are not shown).

Fig. 7. Different pipelines for nonlinear functions using shared resources.

VI. DSP INSTRUCTIONROM SPLITTING

One has to notice that due to its general nature, the number
of control signals of the datapath grows very quickly, since each
execution unit has control signals to select the operation to be
performed, to select the data sources and to control the read and
write operations of each register file. In our design, we have 340
control signals in the datapath. The control, which includes the
instruction memory and the instruction register, becomes there-
fore the most important contributor to the power consumption
of the DSP.

Due to the small memory depth (less than 1500 words),
decoder circuits that would allow an increase in the code
density in the ROM would also have led to an increase in power
consumption. Also, an efficient caching system would have
required a depth such that its associated power consumption
would have been higher than the expected instruction ROM
power-consumption reduction. Therefore, no satisfactory and
systematic approach has been found to reduce efficiently the
power consumption of the control part of the DSP.

However, an opportunistic approach could be developed to
partially solve the problem. It relies on the observation that it is
possible, with a very low penalty in terms of execution cycles, to
partition the datapath for two different kind of operations: FFT
and non-FFT. By reducing the resources shared by the two kind
of operations to the minimum (memories and complex multi-
plier), it is possible to partition effectively the instruction ROM
in two parts, with only one ROM being accessed at each ex-
ecution cycle (Fig. 8) and part of the instruction register being
clocked. This solution reduces the activity of the circuit and also
its equivalent capacitance since the sum of the sizes of the two
memory partitions is smaller than the size of the initial memory.

The power consumption of the control part for the DSP was
reduced by 40% in this way, leading to an overall reduction of
20%.

Fig. 8. Splitting of the instruction ROM of the DSP to reduce activity.

VII. CLOCK GATING

A systematic way to reduce power in synchronous designs
is the usage of gated clocks. The gated clocks are a very well-
known technique which becomes more and more popular since
it is being supported in synthesis tools.

But despite the evolution of the tools, our implementation of
gated clocks remains fully manual, each gating being explicitly
described in the VHDL code. This gives us the ability to perform
gating that tools still do not introduce automatically, namely:

1) hierarchical gating;
2) low-frequency clock domains;
3) stopping the clocks of state machines.

Hierarchical gating is essential to avoid power dissipation by the
clock tree of an inactive part of the design. So each significant
block of the design, such as the DSP or the 8-bit microcontroller,
has its own gated clock domain.

Low-frequency clock domains are implemented in such a way
that they do not require new clock definitions for the register
transfer level (RTL) synthesis tool or for the clock tree gener-
ation. The principle is to generate clock pulses at the desired
frequency through clock gating rather than obtaining lower-fre-
quency clocks at 50% duty cycle through division of the main
clock. This results in the fact that the design, from the RTL syn-
thesis or clock tree generation tool point of view, remains with
one unique clock root, making the definition of multiple clock
domains unnecessary. This makes low-frequency clocks easy to
implement and to manage. For this reason, they are extensively
used.

As mentioned previously, inactive state machines are not
clocked until a wake-up condition is detected. Finally, each data
register of the DSP and of the microcontroller is individually
clocked.

Using these specific gated clock techniques leads to 200 dif-
ferent clock domains in the chip, most of them related to the
gating of the clock of each individual register in the DSP. Nev-
ertheless, our methodology remains fully synchronous and easy
to use in an automated design flow, with one unique root clock
definition in the design. The gain in power consumption by the
massive usage of gated clocks in our DSP is estimated to be
around 150 W.
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(a)

(b)

Fig. 9. Gated clock implementation using a master/slave design style. (a) Conventional gated clock implementation for clock domainx. (b) Equivalent master/slave
gated clock implementation for clock domainx. Dummy latch, inactive in normal mode, is used in test mode to have all memory elements in a scan chain.

VIII. L OW VOLTAGE OPERATION

Supply voltage reduction is a very efficient way to reduce
power consumption, but architectural optimization to reduce the
requested operating frequency is not enough to perform voltage
reduction. There are several issues which are to be solved for a
power-efficient low-voltage operation:

1) efficient dc/dc conversion, from a varying battery supply
voltage to the minimal requested operating voltage;

2) low-voltage robust design style;
3) libraries qualified for low-voltage operation.

The dc/dc conversion is handled at the hearing aid system level
and is flexible enough to deliver to the DSP a fixed supply
voltage which can be set between 1.05 and 1.25 V with a bat-
tery supply voltage varying between 0.9 and 1.5 V and with an
overall efficiency over 85% in the whole operating domain [2].

Regarding design robustness, our clocking strategy is ori-
ented toward skew-insensitive operation. This is required due
to the use of standard tools which generate distributed balanced
clock trees, to the low-voltage operation and to the difficulty
to extract accurate parasitics in a 0.25-m technology. Due to
increasing mismatches in sub-micron technologies and to the
high nonlinear sensitivity of the cells’ speed toand voltage
fluctuations at low voltage, high margins have to be taken on
hold times to ensure correct operation over the whole process
and operating range. These margins are generally achieved by
power-consuming buffers inserted in the fast paths of the design.
Our approach, instead, was to use a master/slave design style
with nonoverlapping phases (Fig. 9). The technique is more de-
manding in terms of VHDL coding, since it is actually not di-
rectly supported by the RTL synthesis tools when using a stan-
dard description. In order to support our approach, the Mistral2

libraries have been modified to generate automatically the de-
sign in the master/slave gated clock style and in a format proper
to be used easily with the chain of tools. Notice that the chosen
design style also enables an automatic scan chain insertion and
the usage of automatic test pattern generation (ATPG) tools, the
resulting chip test coverage actually exceeding 98%.

One must notice that despite the fact that two clock lines
have to be routed through the whole design, the master/slave ap-
proach brings gains in terms of clock tree power consumption.
This is due to the fact that the skew constraints can be much
relaxed on master/slave-based designs, even to the point that
clock tree insertion tools are not absolutely required. In terms
of power consumption, we could observe a gain of 60W by
using a clock tree generated by a synthesis tool, only fixing de-
sign rules like maximum load and maximum rise and fall times,
instead of using the clock tree insertion of the place and route
tool.

The design uses the commercially available CoolLib library
which is composed of branch-based standard cells [7] (Fig. 10)
and LP/LV memories with no static consumption between
memory accesses due to their straightforward sense-amplifier
free design. The RAMs use divided wordline techniques and
the ROMs use simple partial swing and selective pre-charge
(Fig. 10) techniques to reduce their power consumption.

The library is qualified to operate down to 0.9 V in all the
corners of the process.

IX. PERFORMANCE

As a result of the combination of all the above techniques,
the circuit exhibits a measured performance of 75 giga-opera-
tions per Watt, which is close to the “intrinsic computational
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(a) (b) (c)

Fig. 10. Branch-based standard cells and low-power ROMs. (a) Conventional implementation: possibly uses pass gates; irregular layout. (b) Branch-based
implementation: No pass gates, LV operation; regular layout, high density. (c) Bitline precharge through multiplexers easily enables selective precharge and swing
limitation.

TABLE I
PERFORMANCECOMPARISON WITH THEDSPOF [1]

efficiency of silicon” figure of [8] for the given technology and
timeframe.

Table I gives a comparison in terms of power efficiency be-
tween the presented design and a recent programmable low-
power DSP in the same field of application [1].

It is important to notice that, due to the implementation
methodology, our design does not permit a reprogrammation
of the algorithm. The flexibility of our DSP remains in the
boundaries of what has been defined in the algorithm at the
time of implementation. This is reasonable in the perspective
of hearing aid systems in which implementing more complex
algorithms requires first an increase in power efficiency of the
hardware to become feasible.

It is worth mentioning that the drawbacks of the mainly non-
programmable approach are compensated by the achieved per-
formances and the use of a quick well-supported automated flow
going from a high-level algorithm description down to the sil-
icon implementation. This makes the design easily portable to
new processes to benefit quickly from their resulting perfor-
mance increases. Only six months are requested from the time

the algorithm is defined to the time functional circuits become
available for hearing aids assembly.

X. CONCLUSION

In this article, it has been demonstrated that outstanding
power consumption performances can be achieved by using
an automated algorithm to silicon flow. None of the presented
techniques or tools are new. Much more than innovation, it is
a combination of techniques at all levels which permitted the
target to be achieved. The main optimization effort was spent
on the higher levels of the design, especially on the algorithm,
where the highest gains can be expected. At the lower levels,
only straightforward, systematic, and tools-supported solutions
were used.

Another important point is that a lot of effort was spent to
get all teams involved in the project aware of the impact of their
work on the power budget. This was not an easy task and has
been supported through the project by having a constant tracking
of the power budget, by means as simple as spreadsheets-based
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calculations. The effects on power of algorithm changes, archi-
tecture changes, and implementation changes could quickly be
evaluated based upon rough first-order estimations.

Finally, the proposed flow enabled quick improvement of the
performance of the system by taking the benefit of the new avail-
able processes. Retargetting the design to a 0.18-m technology
with an estimated minimal operating voltage of 0.80 V will en-
able an additional power consumption reduction of 42%.
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